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1. Introduction

One of the most important steps to studying a finite group is under-
standing the behavior of its character table. The characters of a finite
group not only fully describe its representation theory, but they also
capture interesting data about the group itself. One especially nice ex-
ample of this is the way characters can be used to study commutators.

Consider a finite group G, and let us write Ĝ for the set of its ir-
reducible representations (over C). For an element g ∈ G, we may
consider the sum over every non-trivial irreducible G-representation of
its corresponding character value at g divided by its dimension:

(1)
∑

1̸=ρ∈Ĝ

χρ(g)

dim(ρ)

This is called the character ratio sum of G at g. One of the most
famous appearances of these sums was their role played in the proof
of M.W. Liebeck, E.A. O’Brien, A. Shalev, and P.H. Tiep [7, 9] of the
Ore conjecture which states that in a non-abelian simple group G, every
non-trivial element is expressible as a commutator xyx−1y−1 for some
x, y ∈ G. Specifically, for any g ̸= 1, the number of pairs (x, y) ∈ G×G
for which g = xyx−1y−1 can be expressed in terms of the order of G
and the sum (1) as

(2) |G| ·
∑
ρ∈Ĝ

χρ(g)

dim(ρ)
= |G|+ |G| ·

∑
1̸=ρ∈Ĝ

χρ(g)

dim(ρ)
,

according to a formula of Frobenius. The estimation of certain charac-
ter ratio sums was a key techincal step in proving the Ore conjecture
[7, 9] by veryifying (2) is always non-zero.

This proof naturally suggests that the distribution of commutators
can also be studied using character ratio sums. In [11], A. Shalev
conjectured that for non-abelian finite simple groups G, commutators
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are approximately uniformly distributed; in the case of a finite non-
abelian group of Lie type G(Fq), this can be concretely stated as the
claim that, for a non-trivial element 1 ̸= g ∈ G(Fq), its character ratio
sum vanishes as q goes to infinity:

(3) lim
q→∞

∑
1 ̸=ρ∈Ĝ(Fq)

χρ(g)

dim(ρ)
= 0.

More specifically, given the q for which g ∈ G(Fq), we consider the
limit over powers of q going to infinity, i.e.

lim
n→∞

∑
1 ̸=ρ∈Ĝ(Fqn )

χρ(g)

dim(ρ)
.

This is always what we shall mean when we write limq→∞ in this note.
From now on, we specifically consider symplectic groups Sp2N(Fq)

over a finite field Fq for q an odd prime power. In [2, 3], S. Gurevich and
R. Howe computationally observed two prominent effects in character
ratio sums for symplectic groups:

(A) the largest terms in (3) seemed to be contributed by “small
representations,”

(B) and terms corresponding to representations of “similar size”
exhibited cancellation.

They define the notion of “size” based on their concept of U-rank which
they conjecture, in the small representations, is the same as tensor
rank, i.e. where a representation arises in the η-correspondence. This
conjecture was proved in [6]. They provide substantial computational
evidence for (A) and (B).

(A) suggest that one needs to prove that the sum of the terms of (1)
coming from the stable range, i.e. the terms corresponding to repre-
sentations ρ in the image of the eta correspondence from O(W,B) to
Sp2N(Fq) with n = dimFq(W ) ≤ N , is 0. The purpose of the present
paper is to prove this in the very stable range, i.e. for n << N .

To be more specific, it is well known that the two oscillator repre-
sentations ωa, ωb of Sp2N(Fq) (we fix an identification of Fq with its
Pontrjagin dual) decompose into the lowest-dimensional and second-
dimensional representations of Sp2N(Fq):

ωa = ω−
a ⊕ ω+

a , ωb = ω−
b ⊕ ω+

b ,

with dim(ω±
a ) = dim(ω±

b ) = (qN ± 1)/2. The oscillator representa-
tions not only have miraculously small dimension, but they and their
summands are also the only Sp2N(Fq)-representations of rank 1. Since
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their concept of rank is additive with respect to tensor product, Gure-
vich and Howe studied tensor powers of the oscillator representations
to construct small representations. These explicit computations were
approached by emulating the story of Howe duality over a finite field.

For a symplectic space V and an orthogonal space (W,B), we may
consider the inclusion

(4) Sp(V )×O(W,B) ↪→ Sp(V ⊗W )

given by tensoring matrices. Restricting the oscillator representation
ω1[V ⊗W ] (we denote ω = ω1) along (4), and then further to Sp(V ),
gives a tensor product of copies of Sp(V )’s oscillators representations
corresponding to the eigenvalues of B. In [2, 3], Gurevich and Howe
proved the existence of the eta correspondence for dim(W ) ≤ dim(V )/2,
which is an injection

ηVW,B : ̂O(W,B) ↪→ Ŝp(V )

such that for every irreducible O(W,B)-representation π, the tensor
product π⊗ηVW,B(π) appears as a “top term” in the restriction of ω[V ⊗
W ] along (4).

In [4, 5, 6], we fully calculated (and extended) the eta correspon-
dence, obtaining an explicit decomposition of the restriction of ω[V ⊗
W ] along (4). In particular, we proved Gurevich and Howe’s rank con-
jecture that, for any r < N , the irreducible representations of Sp2N(Fq)
of rank r are precisely those in an image of one of the two eta core-
spondences ηVW,B associated to the two non-equivalent choices of (W,B)
with dim(W ) = n (differentiated by the discriminat of B if n is odd
and by the dimension of the maximal isotropic subspace of W with
respect to B if n is even).
Gurevich and Howe’s computational evidence then suggests that to

prove Shalev’s conjecture, for example in the case of Sp2N(Fq), it is
useful to decompose a character ratio sum into pieces graded by the
eta correspondence from orthogonal spaces of dimension less than N .
This separates out each group of “small representations of similar size,”
where cancellation was experimentally observed. This can be stated as
the following

Conjecture 1. Fix an N and an 0 < n < N . For every g ∈ Sp2N(Fq),
the partial sum of character ratios

χρ(g)

dim(ρ)
,
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for ρ ranging over the disjoint union of the images of the two eta cor-
respondences from the irreducible representations of orthogonal groups
on Fn

q , vanishes as q goes to infinity.

The purpose of this note is to prove this conjecture when n is very
small compared to N .

First we fix some notation. For a given symplectic space dimension
2N and orthogonal space dimension n, let us write η2Nn,± for the two
eta correspondences, where if n is odd, the sign corresponds to the dis-
criminant of the symmetric bilinear form used in the orthogonal group
and if n is even, it denotes whether the orthogonal group is split or
non-split (with + corresponding to the split case where the orthogonal
space has a n/2-dimensional isotropic subspace and − corresponding
to the non-split cases where the maximal dimension of an isotropic
subspace is (n/2)− 1).

The main result of this note is

Theorem 2. Fix a natural number m.

(1) Fixing a sign σ = ±, considering the odd eta correspondence
from the orthogonal group on a space of dimension 2m+1 with
respect to a form with discriminant σ to the symplectic group
on a space of dimension 2N for N >> m, for any non-trivial
group element g ∈ Sp2N(Fq),

(5) lim
q→∞

∑
ρ∈Im(η2N2m+1,σ)

χρ(g)

dim(ρ)
= 0.

(2) Considering the even eta correspondences from the orthogonal
groups on a space of dimension 2m with respect to split or non-
split forms to the symplectic group on a space of dimension 2N
for N >> m, for any non-trivial group element g ∈ Sp2N(Fq)

(6) lim
q→∞

∑
ρ∈Im(η2N2m,+)

χρ(g)

dim(ρ)
+

∑
ρ∈Im(η2N2m,−)

χρ(g)

dim(ρ)
= 0,

Remark: We note that in (5), we only sum over the image of one
eta correspondence, which is sufficient in the case of odd orthogonal
groups. In the even case, however, the character ratios arising from
both eta correspondences η2N2m,± (corresponding to split and non-split
even orthogonal groups) need be summed in (6). Our proof actually
gives that for elements g ∈ Sp2N(Fq) which are not conjugate to a
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transvection, for both signs σ = ±, the individual terms

lim
q→∞

∑
ρ∈Im(η2N2m,σ)

χρ(g)

dim(ρ)
= 0.

For a transvection T ∈ Sp2N(Fq), however, we have computational
evidence that

lim
q→∞

∑
ρ∈Im(η2N2m,σ)

χρ(g)

dim(ρ)
= σ · ϵ(−1)m

where ϵ denotes the quadratic character of F×
q (the significance of σ ·

ϵ(−1)m is that it is the discriminant of a symmetric bilinear form whose
orthogonal group is Oσ

2m(Fq)). This effect can be observed in Section 4
in the case of m = 1.

This note is organized as follows: In Section 2, we use the explicit
description of the eta correspondence we found in [4, 5, 6] to prove
a lemma reducing the denominators of (5) and (6). In Section 3, we
process the resulting expression in terms of oscillator representations,
whose characters can be readily computed using the Schrödinger model.
In Section 4, we perform an explicit computation of this step in the
case of O3(Fq).

2. The top term of the denominator

The purpose of this section is to re-express the denominators ap-
pearing in (5) and (6) by explicitly computing the effect the eta corre-
spondence has on the dimension of an irreducible representation of an
orthogonal group.

Lemma 3. Consider a symplectic group Sp(V ) and an orthogonal
group O(W,B) in the symplectic stable range, meaning dim(W ) ≤
dim(V )/2. Then, for an irreducible representation π ∈ ̂O(W,B), the
dimension of its image under the eta correspondence ηVW,B(π) may be
considered as a polynomial in q.

(1) Suppose W is of odd dimension 2m+1 and say V is of dimen-

sion 2N (so that N ≥ 2m+1). For every π ∈ ̂O(W,B) the top
term of this polynomial is the top term of dim(π), multiplied by
q(2m+1)(N−m)/2. More specifically,

(7) dim(ηVW,B(π)) = dim(π) · (q
(2m+1)(N−m)

2
+ LOEq).
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(2) Suppose W is of even dimension 2m and say V is of dimen-

sion 2N (so that N ≥ 2m). For every π ∈ ̂O(W,B) the top
term of this polynomial is the top term of dim(π), multiplied by
q2m(N−m)+m/2α(π)+β(π)+1, where α(π) is 1 if the semisimple con-
jugacy class (s) associated to π in Lusztig’s classification has 1
eigenvalues and 0 else, and β(π) is 1 if (s) has −1 eigenvalues
and 0 else. More specifically,

(8) dim(ηVW,B(π)) = dim(π) · (q
2m(N−m)+m

2α(π)+β(π)+1
+ LOEq).

Given (7), the partial character ratio sum over the image of an odd
eta correspondence in (5) has top term

(9) lim
q→∞

2

q(2m+1)(N−m)
·

 ∑
π∈ ̂O2m+1(Fq ,σ)

χη2N2m+1,σ(π)
(g)

dim(π)

 .

Similarly, the partial character ratio sums over the images of the even
eta correspondences appearing in (6) have top terms

(10) lim
q→∞

1

2 · q2m(N−m)+m
·

 ∑
π∈ ̂O+

2m(Fq)

2α(π)+β(π)
χη2N2m,+(π)(g)

dim(π)


and

(11) lim
q→∞

1

2 · q2m(N−m)+m
·

 ∑
π∈ ̂O+

2m(Fq)

2α(π)+β(π)
χη2N2m,−(π)(g)

dim(π)


by (8).

We note that for the final claim, we will also need to discuss the er-
ror “lower” terms appearing in the partial character ratio sums in (5)
and (6). We postpone this discussion until we establish more terminol-
ogy and notation for the irreducible representations of the orthogonal
groups (see the end of Subsection 2.3 below).

We prove Lemma 3 by recalling the description of the eta correspon-
dence done in [5]. To state it, we briefly recall G. Lusztig’s classification
of irreducible representations of a finite group of Lie type [8], in the
case of odd orthogonal groups and symplectic groups.
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2.1. Lusztig’s classification of irreducible representations. In
general, for a finite group G of Lie type, we consider a conjugacy class
(s) of a semisimple element of its dual group GD and an irreducible
unipotent representation u of the dual of its centralizer (ZGD(s))D.
This data is associated to G-representation we denote by ρ(s),u which
has dimension

dim(ρ(s),u) = dim(u) · |G|q′
|(ZGD(s))D|q′

where |?|q′ denotes the prime to q part of a group’s order (noting that
the order of a group is equal to the order of its dual). Considering a
maximal torus T ⊆ G containing s, the restriction of ρ(s),u to T is a sum
of copies of the character corresponding to s along the identification of
T with its Pontrjagin dual. These represetnations ρ(s),u are precisely
the irreducible representations ofG if its center is trivial. If the center is
non-trivial (for example, in the case of symplectic groups), there may
be cases where ρ(s),u splits further, according to the action of Z(G).
In all the cases we consider here, this can be described according to
“central sign data,” the precise form of which depends on the type of
G, and ρ(s),u always splits into non-isomorphic equi-dimensional pieces.

Definition 4. Consider an irreducible representation ρ of G. Sup-
pose that ρ is a summand of the representation ρ(s),u corresponding
to a semisimple conjugacy class (s) in GD and an irreducible unipo-
tent representation u of the dual of s’s centralizer (ZGD(s))D. Write
H = (ZGD(s))D. We say ρ has centralizer-unipotent type

(H, u).

We write Ĝ[H, u] for the set of all irreducible G-representations with
centralizer-unipotent type (H, u).

We note that, in particular, in the cases we consider in this section,
for irreducible representations ρ, ρ′ of the same centralizer-unipotent
type, we in fact have

dim(ρ) = dim(ρ′).

Now let us discuss Luszitg’s classification in more specific detail in
the cases of symplectic and orthogonal groups:

One the one hand, in the case of odd orthogonal groups, since the
center splits off O2m+1(Fq) = Z/2 × SO2m+1(Fq), it suffices to de-
scribe the irreducible representations of SO2m+1(Fq). The dual group of
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SO2m+1(Fq) is the symplectic group Sp2m(Fq). The conjugacy classes
of semisimple elements s in Sp2m(Fq) are classified by orbits of the
eigenvalues of s under the action of the Weyl group of Sp2m(Fq). The
centralizer of such an s is of the form

(12)
k∏

i=1

U±
nk
(Fqak )× Sp2p(Fq)× Sp2ℓ(Fq)

(where we use the notation that U+ = GL) such that

(13)
k∑

i=1

nk · ak + ℓ+ p = m.

The unitary factors of (12) correspond to eigenvalues of s not equal
to ±1, and the two symplectic factors correspond to eigenvalues equal
to 1 and −1, respectively. An irreducible unipotent representation u
of the dual of (12) can be expressed as a tensor product of irreducible
unipotent representations of each individual factor. To describe the
eta correspondence, we also recall that Lusztig classified the irreducible
unipotent representations of the symplectic group Sp2n(Fq) as corre-

sponding to the combinatorial data of symbols
(
λ1<···<λa

µ1<···<µb

)
consisting of

non-negative integers λi, µj such that a− b is odd and

a∑
i=1

λi +
b∑

j=1

µj = n2 − (a+ b− 1)2

4

(see [8]).
On the other hand, in the case of a symplectic group Sp2N(Fq), its

dual group is the odd special orthogonal group SO2N+1(Fq), in which
the conjugacy classes of semisimple elements s are again classified by
orbits of the eigenvalues of s under the action of the Weyl group. Sim-
ilarly to (12), the centralizer of a semisimple element in SO2N+1(Fq) is
of the form

(14)
k∏

i=1

U±
nk
(Fqak )× SO2p+1(Fq)× SO±

2ℓ(Fq)

such that

(15)
k∑

i=1

nk · ak + ℓ+ p = N.

The unitary factors of (14) again correspond to eigenvalues of s not
equal to ±1, while the odd special orthogonal group factor corresponds
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to 1 eigenvalues and the even special orthogonal group factor corre-
sponds to even eigenvalues. Consider u an irreducible unipotent rep-
resentation of (14). Since the center of Sp2N(Fq) is Z/2, the repre-
sentation ρ(s),u may split further. Specifically, it splits into two non-
isomorphic summands ρ(s),u,±1 of dimension dim(ρ(s),u)/2 when s has
−1 eigenvalues. According to Lusztig’s classification (see the Appen-
dix of [8]) irreducible unipotent representations of an odd special or-
thogonal group SO2n+1(Fq) are classified by the same symbols as for
Sp2n(Fq), while the irreducible unipotent representations of SO±

2n(Fq)

correpsond to symbols
(
λ1<···<λa

µ1<···<µb

)
consisting of non-negative integers

λi, µj such that a−b is 0 mod 4 for SO+
2n(Fq) and 2 mod 4 for SO−

2n(Fq),
and

a∑
i=1

λi +
b∑

j=1

µj = n2 − (a+ b)(a+ b− 2)

4
.

Finally, we also consider the case of even orthogonal groups Oσ
2m(Fq)

for a sign σ = ±. We cannot directly split off the Z/2 center of Oσ
2m(Fq),

and it is simpler in this case to work with the full orthogonal group
directly. Oσ

2m(Fq) is its own dual group and the conjugacy classes of its
semisimple elements are yet again classified by orbits of the eigenvalue
of s under the action of the Weyl group. As in (12) and (14), the
centralizer of a semisimple element in Oσ

2m(Fq) is of the form

(16)
k∏

i=1

U±
nk
(Fqak )×O±

2p(Fq)×O±
2ℓ(Fq)

such that

(17)
k∑

i=1

nk · ak + ℓ+ p = N,

and the product of the signs in the superscripts of the factors is σ.
As in the previous two cases, the unitary factors of (16) correspond to
eigenvalues of s not equal to ±1, while the even orthgonal group fac-
tors correpsond to 1 and −1 eigenvalues, respectively. Consider u an
irreducible unipotent representation of the dual of (16). As in the case
of the symplectic group, Oσ

2m(Fq) has center Z/2, so the representation
ρ(s),u may split further. Specifically, let us take α to be 1 if s has 1
eigenvalues (if p > 0) and 0 else and take β to be 1 if s has −1 eigenval-
ues (if ℓ > 0) and 0 else. Then ρ(s),u splits into 2α+β equidimensional
non-isomorphic irreducible summands. The irreducible unipotent rep-
resentations of a group are the same as those of its quotient by its cen-
ter, so the irreducible unipotent representations of O±

2n(Fq) are those
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of SO±
2n(Fq). This can be visualized as selecting one sign ± we call the

α-sign if s has 1 eigenvalues, and independently selecting another sign
we call the β-sign if s has −1 eigenvalues.

For more details in these specific cases, see also [5].

In particular, we also note that in all the above cases, the descrip-
tions of which groups may appear as centralizers of semisimple con-
jugacy classes in the dual group is independent of q: in the cases of
SO2m+1(Fq), Sp2N(Fq), and O±

2m(Fq), the number of possible central-
izers is determined by choices of ranks satisfying (13), (15), and (17),
respectively (and an appropriate choice of signs in the case of O±

2m(Fq)).
Therefore, both the set of possible centralizers of semisimple conjugacy
classes and their unipotent irreducible representations (corresponding
to symbols, which are independent of q) in each of these cases is con-
stant as q goes to infinity. Using the terminology introduced in Defini-
tion 4, the number of centralizer-unipotent types (H, u) is independent
of q. In particular, the number of possible dimensions of irreducible
representations of, say an orthogonal group O(W,B) = O2m+1(Fq) or
O±

2m(Fq),

(18) |{dim(π) | π ∈ ̂O(W,B)}|

is constant as q increases to infinity.

2.2. The description of the eta correspondence. Now we recall
the explicit description of the eta correspondence we gave in [5]. First
we treat the case from O(W,B) for W of odd dimension 2m+1. Con-
sider an irreducible representation π of O(W,B). Splitting off the cen-
ter O(W,B) = Z/2⊗SO2m+1(Fq), we express it as (±1)⊗π where π de-
notes π’s restriction to an irreducible SO2m+1(Fq)-representation. Sup-
pose π corresponds to a semisimple conjugacy class (s) in Sp2m(Fq) and
an irreducible unipotent representation u of the centralizer ZSp2m(Fq)(s).
In the odd case of the eta correspondence, we specifically must consider
the −1 eigenvalues of s. Say s has −1 as an eigenvalue of multiplicity
2ℓ and write its centralizer (12) as

ZSp2m(Fq)(s) = H × Sp2ℓ(Fq)

(denoting by H the product of factors from the eigenvalues not equal
to −1). Factor u as a tensor product u = uH ⊗

(
λ1<···<λa

µ1<...µb

)
, where

uH denotes an irreducible unipotent representation of the dual of H
and the second factor is a symbol of SO2ℓ+1(Fq), which is the dual of
Sp2ℓ(Fq).
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The eta correspondence ηVW,B(π) to be described is an irreducible
representation of Sp(V ) = Sp2N(Fq), so we need to specify a semisim-
ple conjugacy class ϕ±(s) in SO2N+1(Fq) and an irreducible unipotent
representation ϕ±(u) of its centralizer (the sign in the superscripts cor-
responds to the sign of the Z/2-representation factor in the input rep-
resentation π = (±1) ⊗ π). There are exactly two conjugacy classes
obtained by adding a single 1 eigenvalue and eigevnalues −1 of multi-
plicity 2(N−m) to s (corresponding to whether the symmetric bilinear
form is split or non-split on the even-dimensional eigenspace of −1 for
the resulting semisimple element). We denote these conjugacy classes
by (ϕ±(s)), so that

(19) ZSO2N+1(Fq)(ϕ
±(s)) = HD × SO±

2(N−m+ℓ)(Fq).

(For more details see [5].) We then consider the irreducible unipotent
representations

(20) uH ⊗
(
λ1 < · · · < λa < N ′

π

µ1 < · · · < µb

)
and uH ⊗

(
λ1 < · · · < λa

µ1 < · · · < µb < N ′
π

)
of (19) where we put

N ′
π = N −m+

a+ b− 1

2

so that both symbols have rank N −m+ ℓ. We take these to be ϕ±(u)
according to a+1−b mod 4 and a−1−b mod 4 (so that ϕ±(u) is an ir-
reducible unipotent representation of ZSO2N+1(Fq)(ϕ

±(s))). For the first
tensor factor in (20), we again note that the unipotent representations
of a group are identified with those of its dual group. Now, all ϕ±(s)
have−1 eigenvalues, so central sign data must be given to specify which
of the two irreducible summand of the Sp2N(Fq)-representation deter-
mined by (ϕ±(s)), ϕ±(u) the eta correspondence ηVW,B(π) gives. This
sign data is determined by the discriminant of B (see [5] for details).

Now we consider the eta correspondence from even orthogonal groups
O(W,B) = Oσ

2m(Fq). Consider an irreducible representation π of the
group O(W,B). Suppose that π is a summand of the representation
associated to a semisimple conjugacy class (s) in Oσ

2m(Fq) and an irre-
ducible unipotent representation u of the centralizer ZOσ

2m(Fq)(s). Now,
in the even case of the eta correspondence, we specifically must con-
sider the 1 eigenvalues of s. Say s has 1 as an eigenvalue of multiplicity
2p and write its centralizer (16) as

ZOσ
2m(Fq)(s) = H ×O±

2p(Fq)
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(denoting by H the product of factors from the eigenvalues not equal
to 1). As before, we factor u as a tensor product u = uH ⊗

(
λ1<···<λa

µ1<···<µb

)
,

where uH denotes an irreducible unipotent representation of the dual
of H and the second factor is a symbol of SO±

2p(Fq), which is self-dual

(again, recall that the irreducible unipotent representations of O±
2p(Fq)

are those of SO±
2p(Fq)).

Again, the eta correspondence ηVW,B(π) to be described is an irre-
ducible representation of Sp(V ) = Sp2N(Fq), specified by a choice
of semisimple conjugacy class ψ(s) in SO2N+1(Fq) and an irreducible
unipotent representation of its centralizer (and possibly central sign
data). We take ψ(s) to be the semisimple element in SO2N+1(Fq) ob-
tained by adding the eigenvalue 1 with multiplicity 2(N − m) + 1 to
s. We could write ψ(s) = (s) ⊕ I2(N−m)+1, considering s in one of the
standard maximal tori. The centralizer of ψ(s) in SO2N+1(Fq) can be
written as

(21) ZSO2N+1(Fq)(ψ(s)) = HD/Z(HD)× SO2(N−m+p)+1(Fq),

(noting that HD has a non-trivial centralizer when s has eigenvalues
−1, in which case HD has a corresponding factor O±

2ℓ(Fq), while the
factor corresponding to −1 eigenvalues in the centralizer of ψ(s) is
SO±

2ℓ(Fq)). Again, the irreducible unipotent representations ofH
D/Z(HD)

are the same as those of HD (which in this case is equal to H). We
may consider the irreducible unipotent representations of (21) which
are still of the form (20) where now we put

N ′
π = N −m+

a+ b

2
,

so that both symbols have rank N − m + p. Both form symbols of
SO2(N−m+1)(Fq), since a+ b+ 1 is odd. Let us denote them by ψ±(u).
They are distinct precisely when p > 0 (if p = 0, both symbols cor-
respond to the trivial representation of SO2(N−m)+1(Fq)). In the case
when λi = µi, there are still two choices of representations, since then
the symbol

(
λ1<···<λa

µ1<···<µb

)
splits in half, see [8]. Therefore, when we need to,

we may choose which ψ±(u) to use in order to make ηVW,B(π) according

to the α-sign of π. Also, we must select the central sign of ηVW,B(π)
when ψ(s) has −1 eigenvalues which is equivalent to s itself having −1
eigenvalues. We may therefore choose this central sign according to the
β-sign from the original representation π. Again, for more detail, see
[5].

In particular, we also note that the description of the eta corre-
spondence is stable as q increases to infinity since the sets of symbols
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corresponding to irreducible unipotent representations do not change.
More specifically, consider two irreducible representations π and π′ of
an orthogonal group O(W,B) with the same dimension, coming from
Lusztig classification data arising from different semisimple conjugacy
classes with the same centralizers, paired with the same unipotent ir-
reducible representations (and possible central sign data). We then
have

dim(ηVW,B(π)) = dim(ηVW,B(π
′)).

2.3. The proof of Lemma 3. Given the above description of the eta
correspondence, the claim follows directly from Lusztig’s dimension
formula for symbols (see [8], Appendix):

Proof of Lemma 3. First we treat the case of O(W,B) forW of odd di-
mension 2m+1. Fix an irreducible representation of O(W,B). Assume
the above notation and without loss of generality that N ′

π is added to
the top row (λ1 < · · · < λa) of the symbol when consturction ηVW,B(π).

The dimensions of π and ηVW,B(π) are

(22) dim(π) =
|SO2m+1(Fq)|q′
|H × Sp2ℓ(Fq)|q′

· dim(uH) · dim
(
λ1 < · · · < λa
µ1 < · · · < µb

)
(23)

dim(ηVW,B(π)) =
|Sp2N(Fq)|q′

2 · |HD × SO±
2(N−m+ℓ)(Fq)|q′

· dim(uH) · dim
(
λ1 < · · · < λa < N ′

π

µ1 < · · · < µb

)
.

(Recall that |H| = |HD|.)
Now we apply the dimension formula given in Appendix of [8] which

states that for a symbol
(
λ1<···<λa

µ1<···<µb

)
specifying a representation of a finite

group G (of Lie type B, C, D, or 2D), its dimension is |G|q′ , multiplied
by

(24)

∏
1≤i<j≤a

(qλj − qλi)
∏

1≤i<j≤b

(qµj − qµi)
∏

1≤i≤a,1≤j≤b

(qλi + qµj)

2c(a,b)
∏

1≤i≤a

λi∏
k=1

(q2k − 1)
∏

1≤j≤a

µj∏
k=1

(q2k − 1)qd(a,b)

where

c(a, b) = ⌊a+ b− 1

2
⌋
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and

(25) d(a, b) =

⌊(a+b)/2⌋∑
i=1

(
a+ b− 2i

2

)
.

We now use this to compare the factors dim
(
λ1<···<λa

µ1<···<µb

)
/|Sp2ℓ(Fq)|q′ and

dim
(
λ1<···<λa<N ′

π
µ1<···<µb

)
/|SO±

2(N−m+ℓ)(Fq)|q′ in (22) and (23). We note that

a + b is fixed to be odd in this case since
(
λ1<···<λa

µ1<···<µb

)
is a symbol of

Sp2ℓ(Fq). To compare the powers of q in the denominators of these
factors, we note that

(26)

d(a+ 1, b)− d(a, b) =
(a+b+1)/2∑

i=1

(
a+ b+ 1− 2i

2

)
−

(a+b−1)/2∑
i=1

(
a+ b− 2i

2

)
=

(a+b−1)/2∑
i=1

(a+ b− 2i) =
(a+ b− 1)2

4
.

The powers of 2 in the denominator of the factors are the same, since
c(a, b) = c(a+ 1, b) if a+ b is odd. We find

(27)

dim
(
λ1<···<λa<N ′

π
µ1<···<µb

)
|SO±

2(N−m+ℓ)(Fq)|q′
=

a∏
i=1

(qN
′
π − qλi)

b∏
j=1

(qN
′
π + qµj)

N ′
π∏

k=1

(q2k − 1)q(a+b−1)2/4

·
dim

(
λ1<···<λa

µ1<···<µb

)
|Sp2ℓ(Fq)|q′

.

Therefore, since

(28) |Sp2n(Fq)|q′ = |SO2n+1(Fq)|q′ =
n∏

k=1

(q2k − 1),

comparing (22) and (23) gives that dim(ηVW,B(π)) is exactly dim(π)
multiplied by

(29)

N∏
k=N ′

π+1

(q2k − 1)
a∏

i=1

(qN
′
π − qλi)

b∏
j=1

(qN
′
π + qµj)

2
m∏
k=1

(q2m − 1)q(a+b−1)2/4

.
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It suffices to find the top term of (29) as a polynomial in q. The
coefficient is 1/2 and the top q degree of (29) is

2(
N∑

k=N ′
π+1

k) + (a+ b)N ′
π − 2(

m∑
k=1

k)− (a+ b− 1)2

4
=

(2N −m+
a+ b− 1

2
+ 1)(m− a+ b− 1

2
)+

(a+ b)(N −m+
a+ b− 1

2
)− (a+ b− 1)2

4
−m(m+ 1) =

(2m+ 1)(N −m),

as claimed.

Now we treat the case of O(W,B) for W of even dimension 2m.
Assume the notation of the above paragraphs. Fix an irreducible rep-
resentation of O(W,B).

The dimensions of π and ηVW,B(π) are

(30)

dim(π) =

|Oσ
2m(Fq)|q′

2α(π)+β(π) · |H ×O±
2p(Fq)|q′

· dim(uH) · dim
(
λ1 < · · · < λa
µ1 < · · · < µb

)
dim(ηVW,B(π)) =

|Sp2N(Fq)|q′
2β(π) · |HD/Z(HD)× SO2(N−m+p)+1(Fq)|q′

dim(uH) · dim
(
λ1 < · · · < λa < N ′

π

µ1 < · · · < µb

)
.

Now the center of Z(HD) is only non-trivial when β(π) = 1, in which
case Z(HD) = Z/2. Therefore the dimension of ηVW,B(π) can be proc-
cessed to
(31)

dim(ηVW,B(π)) =

|Sp2N(Fq)|q′
|HD × SO2(N−m+p)+1(Fq)|q′

· dim(uH) · dim
(
λ1 < · · · < λa < N ′

π

µ1 < · · · < µb

)
.

We again compare the factor dim
(
λ1<···<λa

µ1<···<µb

)
/|O±

2p(Fq)|q′ in (30) with the

factor dim
(
λ1<···<λa<N ′

π
µ1<···<µb

)
/|SO2(N−m+p)+1(Fq)|q′ in (31) using the dimen-

sion formula (24). Now a + b is fixed to be even, since
(
λ1<···<λa

µ1<···<µb

)
is a
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symbol of SO±
2p(Fq). We note that then, instead of (26), we have

d(a+ 1, b)− d(a, b) =

(a+b)/2∑
i=1

(a+ b− 2i) =
(a+ b)(a+ b− 2)

4
.

The power of 2 in the denominator in dim
(
λ1<···<λa

µ1<···<µb

)
/|SO±

2p(Fq)|q′ is

c(a, b) = (a + b − 2)/2, so the of 2 in the denominator of the factor
dim

(
λ1<···<λa

µ1<···<µb

)
/|O±

2p(Fq)|q′ is (a+b)/2, matching the power c(a+1, b) in

the denominator of dim
(
λ1<···<λa<N ′

π
µ1<···<µb

)
/|SO2(N−m+p)+1(Fq)|q′ . We find

(32)

dim
(
λ1<···<λa<N ′

π
µ1<···<µb

)
|SO2(N−m+p)+1(Fq)|q′

=

a∏
i=1

(qN
′
π − qλi)

b∏
j=1

(qN
′
π + qµj)

N ′
π∏

k=1

(q2k − 1)q(a+b)(a+b−2)/4

·
dim

(
λ1<···<λa

µ1<···<µb

)
|O±

2p(Fq)|q′

Therefore, using (28) and

|O±
2n(Fq)|q′ = 2(qn ∓ 1) ·

n−1∏
k=1

(q2k − 1),

we see that dim(ηVW,B(π)) is exactly dim(π) multiplied by

(33) 2α(π)+β(π)

N∏
k=N ′

π+1

(q2k − 1)
a∏

i=1

(qN
′
π − qλi)

b∏
j=1

(qN
′
π + qµj)

2(qm ∓ 1) ·
m−1∏
k=1

(q2k − 1)q(a+b)(a+b−2)/4

.

The top coefficient is 2α(π)+β(π)−1, and the top q degree of (33) is

2(
N∑

k=N ′
π+1

k) + (a+ b)N ′
π −m− 2(

m−1∑
k=1

k)− (a+ b)(a+ b− 2)

4
=

(2N −m+
a+ b

2
+ 1)(m− a+ b

2
)+

(a+ b)(N −m+
a+ b

2
)− (a+ b)(a+ b− 2)

4
−m2 =

2m(N −m) +m,
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as claimed. □

Now we get that the top term of the partial character ratio sum
appearing in (5) is (9), and similarly, the top terms of the partial
character ratio sums appearing in (6) corresponding to the two even
orthogonal groups are (10) and (11). Further, though, we now note
that in the description of the eta correspondence for two irreducible
representations π, π′ with the same centralizer-unipotent type over an
orthogonal group O(W,B), the eta correspondences ηVW,B(π), η

V
W,B(π

′)
also have the same centralizer-unipotent type over Sp(V ). In particu-
lar, we have dim(π) = dim(π′) and

dim(ηVW,B(π)) = dim(ηVW,B(π
′)).

Therefore, the error difference term of (5) and (9) can be expressed as a
sum over all possible centralizer-unipotent types (H, u) over O(W,B) =
O2m+1(Fq, σ) of terms

(34) KH,u ·

 ∑
π∈ ̂O2m+1(Fq ,σ)[H,u]

χη2N2m+1,σ(π)
(g)

dim(π)


for coefficients KH,u all of q-degree strictly less than −(2m + 1)(N −
m). Similarly, the error difference of the summands of (6) and their
corresponding top terms (10) or (11) can be expressed as a sum over all
possible character-unipotent types (H, u) over O(W±, B±) = O±

2m(Fq)
of terms

(35) K±
H,u ·

 ∑
π∈ ̂O±

2m(Fq)[H,u]

2α(π)+β(π)
χη2N2m,±(π)(g)

dim(π)


for coefficients K±

H,u all of q-degree strictly less than −2m(N−m)+m.
Again, we recall that the number of centralizer-unipotent type does

not vary as q increases, so the number of error terms of the form (34)
and (35) also do not vary as q increases.

3. The oscillator representation and the proof of
Theorem 2

In the previous section we described how the partial character ratio
sums appearing in Theorem 2 can be expressed as the top term (9),
summed with error terms of the form (34) for the case of odd orthog-
onal groups O2m+1(Fq, σ), and in the case of even orthogonal groups
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O±
2m(Fq), they can be expressed as the top terms (10) and (11) summed

with error terms of the form (35). We prove that the limits of these
terms vanish for every non-trivial element g of the symplectic group
Sp2N(Fq) as q goes to infinity. However, the characters of the eta cor-
respondence are difficult to compute explicilty. Instead, for the present
purpose, we prefer to work with whole oscillator representations. To
simplify notation, let us write (W,B) for the fixed (2m+1)-dimensional
orthogonal space. Let us write (W±, B±) for the 2m-dimensional or-
thogonal spaces such that O(W±, B±) = O±

2m(Fq). Write VN for the
2N -dimensional symplectic space.

3.1. Processing into linear combinations of oscillator represen-
tation characters. Our next step is, in the odd case of O(W,B) =
O2m+1(Fq), to process the sum

(36)
∑

π∈ ̂O(W,B)

χ
η
VN
(W,B)

(π)
(g)

dim(π)

appearing in (9), and in the even cases of O(W±, B±) = O±
2m(Fq), to

process the sum

(37)

∑
π∈ ̂O(W+,B+)

2α(π)+β(π)
χ
η
VN
W+,B+ (π)

(g)

dim(π)
+

∑
π∈ ̂O(W−,B−)

2α(π)+β(π)
χ
η
VN
W−,B− (π)

(g)

dim(π)
.

We will process these sums into linear combinations of the form

(38)
∑

(h)∈O(W,B)

c(h) · χωtop[VN⊗W ](g ⊗ h),

and

(39)

∑
(h)∈O(W+,B+)

c+(h) · χωtop[VN⊗W+](g ⊗ h)+∑
(h)∈O(W−,B−)

c−(h) · χωtop[VN⊗W−](g ⊗ h),

with terms consisting of some constant c(h) or c
±
(h) multiples of charac-

ters of the top part of an oscillator representation of VN ⊗W , which is
given as

(40) ωtop[VN ⊗W ] =
⊕

π∈ ̂O(W,B)

ηVW,B(π)⊗ π.
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This top part ωtop[VN⊗W ] is the summand of the oscillator representa-

tion ω[VN ⊗W ] such that all other summands involve η
VN′
W,B for N ′ < N .

We argue then that, for N >> m, the lower parts of ω[VN ⊗W ] can
be ignored, reducing the claim to a statement about character of the
full, genuine oscillator representation, which can be readily computed
using the Schrödinger model.

By (40), re-expressions of the form (38) and (39) are possible by
the character theory of the orthogonal groups, specifically by choosing
c(h) and c±(h) so that, in the case of O(W,B) = O2m+1(Fq), for every

irreducible representation π

(41)
1

dim(π)
=

∑
(h)∈O(W,B)

c(h) · χπ(h),

and in the case of O(W±, B±) = O±
2m(Fq),

(42)
2α(π)+β(π)

dim(π)
=

∑
(h)∈O(W±,B±)

c±(h) · χπ(h).

We must determine information about the coefficients c(h) and c(h)
±

to reduce the top terms (9), (10), and (11) appearing in the partial
character ratio sums (5) and (6), respectively.

For a complete argument, we must also process the error terms (34)
and (35). We will process these terms similarly into

(43) KH,u ·

 ∑
(h)∈O(W,B)

aH,u
(h) · χωtop[VN⊗W ](g ⊗ h)


in the odd case O(W,B) = O2m+1(Fq) and

(44) KH,u ·

 ∑
(h)∈O(W±,B±)

a
±,(H,u)
(h) · χωtop[VN⊗W ](g ⊗ h)


in the even caseO(W±, B±) = O±

2m(Fq) for coefficients aH,u
(h) and a

±,(H,u)
(h) .

We do this by taking the coefficients aH,u
(h) for the odd case defined so

that

1

dim(π)
=

∑
(h)∈O(W,B)

aH,u
(h) · χπ(h) for π ∈ ̂O(W,B)[H, u]

0 =
∑

(h)∈O(W,B)

aH,u
(h) · χπ(h) else,
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and a
±,(H,u)
(h) for the even case defined so that

2α(π)+β(π)

dim(π)
=

∑
(h)∈O(W±,B±)

a
±,(H,u)
(h) · χπ(h) for π ∈ ̂O(W±, B±)[H, u]

0 =
∑

(h)∈O(W±,B±)

a
±,(H,u)
(h) · χπ(h) else.

We must also determine information about the coefficients aH,u
(h) , a

±,(H,u)
(h) .

Specifically, we prove the following

Lemma 5. In the odd case where O(W,B) = O2m+1(Fq), the coeffi-

cients c(h), a
H,u
(h) satisfy the following properties:

(1) Only conjugacy classes (h) ∈ SO(W,B) are used, i.e. c(h) = 0
for every h ∈ O(W,B) with determinant −1. Similarly, for
every possible centralizer-unipotent type (H, u) for O(W,B), the

coefficients aH,u
(h) = 0 for every h ∈ O(W,B) with determinant

−1.
(2) The coefficient at the identity matrix h = I ∈ O(W,B), as a

rational function of q, has degree

degq(|c(1)|) = −2m2.

For any centralizer-unipotent type (H, u) for O(W,B), we have

degq(a
H,U
(I) ) ≤ −2m2.

In the even case where O(W±, B±) = O±
2m(Fq), the coefficients c±(±I) at

the central elements h = I,−I ∈ O(W±, B±), as a rational functions
of q, have degrees

degq(|c±(−I)|) ≤ degq(|c±(I)|) = −2m(m− 1).

For any centralizer-unipotent type (H, u) for O(W±, B±), we have

degq(a
±,(H,U)
(I) ), degq(a

±,(H,U)
(−I) ) ≤ −2m(m− 1).

Proof. We first again note that by the splitting O(W,B) = Z/2 ×
SO(W,B), every irreducible representation π of O(W,B) can be ex-
pressed as (±1)⊗ π for (±1) denoting an irreducible representation of
Z/2 and π denoting the restriction of π to SO(W,B). We know the π
is still irreducible as an SO(W,B)-representation, and it has the same
dimension and character values at SO(W,B) elements as π does. The
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character theory of SO(W,B) then ensures the existence of constants

1

dim(π)
=

∑
(h)∈SO(W,B)

c(h) · χπ(h),

which is equivalent to (41). Therefore, we get (1).

Now we approach the claim that degq(c(I)) = −2m2. First, let us con-
sider for each individual irreducible representation π, the coefficients
bπ(h) such that

(45)

∑
(h)∈SO(W,B)

bπ(h) · χπ(h) = 1

∑
(h)∈SO(W,B)

bπ(h) · χπ′(h) = 0 for π′ ̸= π ∈ ̂SO(W,B)

(we use SO(W,B) instead of O(W,B) by the above argument). We
can see that c(h) can then be expressed as

c(h) =
∑

π∈ ̂SO(W,B)

bπ(h)
dim(π)

.

Now, let us write CTSO(W,B) for the character table of SO(W,B), con-
sidered as a matrix with entries χπ(h), with columns indexed by conju-
gacy classes (h) in SO(W,B) and rows indexed by irreducible represen-
tations of SO(W,B). Then, by their definition according to (45), the
inverse matrix (CTSO(W,B))

−1 consists of the entries bπ(h) with rows in-

dexed by conjugacy classes (h) and columns indexed by irreducible
representations π. We also recall that by character orthogonality,
(CTSO(W,B))

−1 can be expressed as the transpose matrix (CTSO(W,B))
T

with each row multiplied by the size of the corresponding conjugacy
class, divided by the group order |SO(W,B)|. In particular, the top
row of (CTSO(W,B))

−1, consisting of bπ(I), is described by

bπ(I) =
1

|SO(W,B)|
· χπ(I) =

dim(π)

|SO(W,B)|
.

Therefore,

(46) c(I) =
∑

π∈ ̂SO(W,B)

1

|SO(W,B)|
=

| ̂SO(W,B)|
|SO(W,B)|

.
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Again, we recall

|SO(W,B)| = |SO2m+1(Fq)| = qm
2 ·

m∏
i=1

(q2i − 1),

which has q-degree 2m2+m. The number of irreducible representations
of SO(W,B) (i.e. the number of conjugacy classes) can be computed
according to the results of [1], Specifically, in the case of odd orthogonal
groups, Theorem 7.5.1 gives that the number of conjugacy classes in
SO2m+1(Fq) (i.e. half of the number of conjugacy classes in O2m+1(Fq))
is 1/4 times the coefficient of t2m+1 in the taylor expansion of

(47)
∞∏
i=1

(1 + t2i−1)4

1− qt2i
.

Expanding this gives

(48) (1+ t)4 · (1+ qt2+ q2t4+ . . . ) · (1+ t3)4 · (1+ qt4+ q2t8+ . . . ) . . . .

We can see that to find the highest q-degree term of the coefficient
of t2m+1 in (47), we must consider the summand 1 in each factor of
(47) corresponding to i ≥ 2 and in the factors corresponding to i =
1, consider the summand 4t of (1 + t)4 and the summand qmt2m of
(1 + qt2 + q2t4 + . . . ). Therefore, the top q-term of the coefficient of
t2m+1 in (47) is 4qm. Hence, q-degree of the number of conjugacy classes
in SO(W,B) is

degq(| ̂SO(W,B)|) = −m.
Therefore, (46) gives the claim degq(c(I)) = −2m2. A similar ar-

gument applies to aH,u
(I) for each centralizer-unipotent type (H, u) for

O(W,B). Analogous to (46), aH,u
(I) is equal to the number of irre-

ducible representations π of centralizer-unipotent type (H, u), divided

by |SO(W,B)|. In particular, |aH,u
(I) | ≤ |c(I)|, giving

(49) degq(a
H,u
(I) ) ≤ degq(c(I)) = −2m2,

as claimed.

Now we consider the case of the even orthogonal groupsO(W±, B±) =
O±

2m(Fq). We may use a similar argument as above with SO(W,B) re-
placed by O(W±, B±) to see that

(50)
| ̂O(W±, B±)|

4 · |O(W±, B±)|
≤ c±(I) ≤

| ̂O(W±, B±)|
|O(W±, B±)|



23

similarly as in (46). To be more specific, as before, the top row of
the inverse of the character matrix of O(W±, B±) consists of terms
dim(π)/|O(W±, B±)|, and c±(I) is the sum of these positive entries, each

with coefficient 2α(π)+β(π)dim(π). Then considering 1 ≤ 2α(π)+β(π) ≤ 4
gives (50). Now

|O(W±, B±)| = |O±
2m(Fq)| = 2qm(m−1)(qm ∓ 1)

m−1∏
i=1

(q2i − 1),

which has q-degree 2m2 −m. On the other hand, we can again apply
Theorem 7.5.1 of [1], which in this case gives that the number of conju-
gacy classes in O±

2m(Fq) is half of the coefficient of t2m in the expansion
of (47) plus or minus the coefficient of t2m in the expansion of

(51)
∞∏
i=1

1− t4i−2

1− qt4i
.

In the expansion (48) of (47), to find the top q-term of the coefficient of
t2m, we must consider the summand 1 in each factor of (47) correspond-
ing to i ≥ 2 and in the factors corresponding to i = 1, consider the
summand 1 of (1+ t)4 and the summand qmt2m of (1+qt2+q2t4+ . . . ).
Similarly, we can expand (51) to see the q-degree of the coefficient of
t2m is less than or equal to m/2.

Therefore, the top q-degree of | ̂O(W±, B±)| is qm. Therefore, by
(50), we see

degq(c
±
(I)) = −2m(m− 1),

as claimed. As in (49), we can apply a similar argument to the coeffi-

cients a
±,(H,u)
(h) , obtaining

degq(a
±,(H,u)
(I) ≤ degq(c(I)) = −2m(m− 1).

Now, we know degq(c
±
(−I)) ≤ degq(c

±
(I)) and degq(a

±,(H,u)
(−I) ) ≤ degq(a

±,(H,u)
(I) ),

since for every π ∈ ̂O(W±, B±),

|χπ(−I)
dim(π)

| ≤ 1.

□

Finally, since we assume N >> m, the coefficient 1/q(2m+1)(N−m) in
(9) or the coefficient 1/q2m(N−m)+m in (10) and (11) will allow us to
replace all characters of ωtop[VN⊗W ] or ωtop[VN⊗W±] by characters of
the genuine oscillator representation ω[VN ⊗W ] or ω[VN ⊗W±], which
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we use the Schrödinger model to compute: The full decomposition of
the oscillator representation as a Sp(V ) × O(W,B)-representation (in
the symplectic stable range we consider here) is

ω[VN ⊗W ] =
m⊕
k=0

⊕
π∈ ̂O(W [−k],B[−k])

IndPk(π ⊗ ϵ(det))⊗ ηVN

(W [−k],B[−k])(π)

where (W [−k], B[−k]) denotes the orthogonal subspace of W dimen-
sion (2m− 2k) + 1 with symmetric bilinear form satsifying disc(B) =
disc(B[−k]), and IndPk denotes parabolic induction from the standard
parabolic with Levi factor O(W [−k], B[−k]) × GLk(Fq) ⊆ O(W,B),
considering ϵ(det) as a representation of GLk(Fq) (see [4]). For terms
k > 0 corresponding to “lower” pieces of the oscillator representation,
assuming N >> m the denominator q(2m+1)(N−m) or q2m(N−m)+m kills
the contributed terms since the coefficient (2m+1) or 2m of N is larger
than the coefficient (2(m− k) + 1) or 2(m− k) of N corresponding to
the lower eta correspondences.

Therefore, we reduce the vanishing of (9) to the claim that

(52) lim
q→∞

1

q(2m+1)(N−m)

∑
(h)∈SO(W,B)

c(h) · χω[VN⊗W ](g ⊗ h) = 0

(dividng (9) by 2). Similarly, we reduce the vanishing of the sum of
(10) and (11) to the claim

(53)
lim
q→∞

∑
(h)∈O(W+,B+)

c+(h) · χω[VN⊗W+](g ⊗ h)

q2m(N−m)+m
+∑

(h)∈O(W−,B−)

c−(h) · χω[VN⊗W−](g ⊗ h)

q2m(N−m)+m
= 0

.

3.2. The Schrödinger model and the proof of Theorem 2. Now
we conclude Theorem 2 by explicitly computing that the characters
of the oscillator representation χω[VN⊗W ](g⊗ h) cannot attain higher q
powers than the denominators we are given in (52).

First, we recall (a mild variant of) the Schrödinger model of an os-
cillator representation. Consider our symplectic space VN = F2N

q . Take
the symplectic form to be standard, i.e. to correspond to the matrix(

0 I
−I 0

)
. The Schrödinger model typically is described as functions
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on a Lagrangian FN
q . Here, since we are working over finite fields, we

find it simpler for the present purpose to identify the indicator function
of a vector with the vector itself and work directly on CFN

q . Then, for

a basis element (v) ∈ FN
q , the action of an oscillator representation ωa

is given by

ωa

(
I A
0 I

)
(v) = ψa(

vAvT

2
) · (v)

ωa

(
0 B

−B−1 0

)
(v) =

∑
w∈FN

q

ψa(wBv
T )∑

u∈FN
q
ψa(uBuT )

· (w),

ωa

(
(CT )−1 0

0 C

)
(v) = ϵ(det(C)) · (Cv)

for A, B symmetric N × N matrices and C an invertible N × N ma-
trix, where ψa denotes the additive character associated to a under the
identification of Fq with its Pontrjagin dual.

This can be used to obtain the following very rough statement about
the q-degree of character values of an oscillator representation:

Say, for a general matrix g, an eigenvalue λ has true multiplicity r if
in the Jordan normal form of g (over Fq), there are r trivial one-by-one
Jordan blocks with eigenvalue λ.

Lemma 6. Consider a conjugacy class h ∈ O(W,B). Consider the
distinct eigenvalues λ1, . . . , λa not equal to 1 of h. Write r1, . . . , ra for
the true multiplicity of each of these eigenvalues. Write ℓ for the true
multiplicity of 1 as an eigenvalue of g and p for its total multiplicity.
Then for 1 ̸= g ∈ Sp(VN), the maximal degree of the character value
of ω[VN ⊗W ] at g ⊗ h is

degq(|χω[VN⊗W ](g ⊗ h)|) =

max(r1 ·N, . . . , ra ·N,
p ·N + ℓ · (N − 1)

2
)

In particular, we can use this to conclude Theorem 2:

Proof of Theorem 2. First, we treat the odd case, when dim(W ) =
2m+ 1. For an element h of SO(W,B) = SO2m+1(Fq), let us consider

its Jordan normal form over Fq. First, h must have 1 as an eigenvalue
of multiplicity at least one.

In particular, for N >> m, the terms contributed by h ̸= I can
all be seen to vanish in (52), since the multiple of N in the q degree
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of χω[VN⊗W ](g ⊗ h) will be strictly less than the (2m + 1) coefficient
appearing in the denominator.

It remains to show

lim
q→∞

c(1)
q(2m+1)(N−m)

· χω[VN⊗W ](g ⊗ I) = 0.

As we computed in Lemma 5, degq(|c(1)|) ≤ −2m2, so replacing c(1) by

1/q2m
2
, it in fact suffices to show the vanishing

(54) lim
q→∞

1

q(2m+1)N−m
· χω[VN⊗W ](g ⊗ I) = 0.

Now, we note that

χω[VN⊗W ](g ⊗ I) =
2m+1∏
i=1

χωai [VN ](g),

where a1, . . . , a2m+1 denote the eigenvalues of the symmetric bilinear
form B fixed on W , and in particular,

(55) degq(|χω[VN⊗W ](g ⊗ I)|) = (2m+ 1) · degq(|χω[VN ](g)|).
Now, applying Lemma 6 again, we find that the maximal q-degree of
|χω[VN ](g)| for non-trivial g occurs when all of g’s eigenvalues are 1, and

the true multiplicity of 1 is 2(N − 1), where |χω[VN ](g)| = qN− 1
2 . For a

general g ̸= 1 ∈ Sp(VN), we have

(56) degq(|χω[VN ](g)|) ≤ N − 1

2
.

Combining this with (55), we reduce (54) to

(57) lim
q→∞

q(2m+1)(N− 1
2
)

q(2m+1)N−m
= lim

q→∞

1
√
q
= 0.

Hence, the top term (9) of the claimed sum (5) therefore vanishes.
Now we consider the error terms (43). Similarly as above, for each
centralizer-unipotent type (H, u), it suffices to consider the term oc-
curing at h = I

lim
q→∞

KH,u · aH,u
(I) · χω[VN⊗W ](g ⊗ I).

By (56) and Lemma 5, to prove this vanishes, it suffices to prove

lim
q→∞

KH,u ·
q(2m+1)(N− 1

2
)

q2m2 = 0,

which follows since degq(KH,u) < −(2m + 1)(N − m), and therefore
this term has strictly smaller q-degree than −1/2 (see (57)).
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Now we consider the even case, at dimension 2m. By a similar
argument as in the odd case, the factor 1/q2m(N−m) in (53) ensures
that the terms contributed by h ̸= I,−I all vanish, since, again, the
multiple of N in the q degree of χω[VN⊗W ](g ⊗ h) will be strictly less
than the 2m coefficient appearing in the numerator. It now suffices to
show

(58) lim
q→∞

c+(1) · χω[VN⊗W+](g ⊗ 1) + c−(1) · χω[VN⊗W−](g ⊗ 1)

q2m(N−m)+m

and

(59) lim
q→∞

c+(−I) · χω[VN⊗W+](g ⊗−I) + c−(−I) · χω[VN⊗W−](g ⊗−I)
q2m(N−m)+m

vanish. As we computed in Lemma 5, degq(|c+(I)|), degq(|c
−
(I)) ≤ 2m(m−

1), and c+(I) and c−(I) have the same top coefficient (and similarly for

c±(−I)). Consider replacing c
±
(I) by 1/q2m(m−1):

(60) lim
q→∞

1

q2mN−m
(χω[VN⊗W+](g ⊗ I) + χω[VN⊗W−](g ⊗ I)) = 0.

Similarly as before, writing a±1 , . . . , a
±
2m for the eigenvalues of B±, we

have

χω[VN⊗W±](g ⊗ I) =
2m∏
i=1

χω
a±
i
[VN ](g).

Now we recall (56). For the character of ω[VN ] at an element 1 ̸= g ∈
Sp2N(Fq) to attain q degree N − 1

2
, g must be a transvection, in which

case

(61) χωa[VN ](g) = (−1)(N−1)(s+1) · ϵ(−a/2) ·
√
ϵ(−1) · qN− 1

2 ,

where q is the sth power of a prime (see [4] for more details). Therefore,
in the case of g a transvection, reduces (60) to a constant multiple of

lim
q→∞

+q2m(N− 1
2
) − q2m(N− 1

2
)

q2mN−m
= 1− 1 = 0.

All other g follow immediately, since the power of q in the numerator is
strictly less. With c±(I) replaced by 1/q2m(m−1), the top q-degree terms

which can be obtained only in the case of transvection elements g have
q-degree 0. The case of the h = −I term proceeds similarly. Therefore,
(60) implies the vanishing of the sum of the top terms (10) and (11).

Finally, the treatment of the error terms occuring from the lower
order expressions in (8) proceeds similarly as in the odd case: Consider
the error terms (44). Similarly as above, for each centralizer-unipotent
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type (H, u), it suffices to consider the terms occuring at h = I and
transvection g

lim
q→∞

K±
H,u · a

±,(H,u)
(I) · χω[VN⊗W±](g ⊗ I).

By (61) and Lemma 5, to prove this vanishes, it suffices to prove

(62) lim
q→∞

KH,u ·
q2m(N− 1

2
)

q2m(m−1)
= 0,

which follows since degq(KH,u) < −2m(N −m)+m, and therefore, the
q-degree of the term (62) is strictly less than 0.

□

4. Explicit Computation for O3(Fq)

In this section, we work out some examples, from rank 1 orthogonal
groups. We calculate the coefficients c(h) in (52) explicitly, since we
fully know the character tables of small orthogonal groups.

We note that the full decomposition of restricted of the oscillator
representations we wrote down in [4, 5, 6] can theoretically be used to
explicitly inductively compute the character table of finite orthogonal
and symplectic groups in general. With that information, the method
of the O3(Fq) example could be used to explicitly compute all the co-
efficients c(h) used in (38). However, this has not been done yet.

We now consider the case of O3(Fq)in explicit terms. Following the
proof given above, according to (52), we want to prove the vanishing

lim
1→∞

1

q3N−3

∑
(h)∈SO3(Fq)

c(h) · χω[VN⊗F3
q ]
(g ⊗ h) = 0

for every 1 ̸= g ∈ Sp2N(Fq).
Here, since the character table of SO3(Fq) can be explicitly written

down, we can fully calculate the coefficients c(h). The conjugacy classes
(h) in SO3(Fq) are

• the trivial conjugacy class (I)
• one conjugacy class we denote by (f) of an element with all 1
eigenvalues conjugate over Fq to a three-by-three Jordan block

• one semisimple conjugacy class we denote by (hλ) with eigen-
values {λ, λ−1} and a single eigenvalue 1, per choice of λ ∈
(F×

q ∖ {±1})/λ ∼ λ−1

• one semisimple conjugacy class we denote by (hµ) with eigen-
values {µ, µ−1} and and a single eigenvalue 1, per choice of
µ ∈ (µq+1 ∖ {±1})/µ ∼ µ−1, identifying µq+1 with F×

q2/F
×
q .
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• two semisimple conjugacy classes we denote by (h±−1) with eigen-
value−1 of multiplicity two and eigenvalue 1 of multiplicity one,
differentiated by whether the symmetric bilinear form is split
or non-split on the eigenspace of −1

h+−1 =

−1 0 0
0 −1 0
0 0 1

 , h−−1 =

−1 0 0
0 1 0
0 0 −1


We want to calculate the coefficients c(h) for each of these conjugacy

classes. We recall that for λ ∈ F×
q not a square (resp. µ ∈ µq+1 not a

square), we take c(hλ) (resp. c(hµ)) to be 0. All the c(hλ) (resp. c(hµ))
for λ ∈ F×

q a square (resp. µ ∈ µq+1 a square) are equal.
There are four possible dimensions of irreducible representations of

SO3(Fq), of dimension 1, q − 1, q, and q + 1. The value of the charac-
ters of representations with these dimension on f are 1, −1, 0, and 1
respectively.

Suppose q is 1 mod 4. In this case, −1 is not a square in µq+1, so
the values of ∑

µ∈(µq+1)2

χπ(hµ)

at π of dimension 1, q−1, q, and q+1 are (q−1)/4, 1, −(q−1)/4, and
0, respectively. Since −1 is a square in F×

q , we consider the sum

2 ·
∑

λ∈(F×
q )2

χπ(hλ) + h+−1

at π of dimension 1, q − 1, q, and q + 1, which evaluate to (q − 3)/2,
0, (q − 3)/2, and −2, respectively. Therefore, we take c(h−

−1)
= 0,

c(h+
−1)

= c(hλ)/2. Then the coefficients c(I), c(f), c(hλ) for λ ∈ (F×
q )

2, and

c(hµ) for µ ∈ (µq+1)
2 must solve the equations

1 = c(I) + c(f) + c(hλ)
q − 3

2
+ c(hµ)

q − 1

4
1

q − 1
= c(I)(q − 1)− c(f) + c(hµ)

1

q
= c(I)q + c(hλ)

q − 3

2
− c(hµ)

q − 1

4
1

q + 1
= c(I)(q + 1) + c(f) − 2c(hλ)



30 SOPHIE KRIZ

Solving these equations, we find the top terms of the coefficients are

c(I) =
q + 2

q(q2 − 1)
, c(f) =

2

q + 1

c(hµ) =
2(q2 − q + 1)

q(q2 − 1)
, c(hλ) =

q2 + q + 1

q(q2 − 1)

In particular, note that c(I) = | ̂SO3(Fq)|/|SO3(Fq)|.

Similarly, we can write down equations for a
SO3(Fq),1

(h) , a
SO3(Fq),(0<1

1 )
(h) ,

a
µq+1,1

(h) , and a
F×
q ,1

(h) and solve to find

a
SO3(Fq),1

(I) =
2

q(q2 − 1)
, a

SO3(Fq),1

(f) =
2

q

a
SO3(Fq),1

(hµ)
=

2

(q + 1)
, a

SO3(Fq),1

(hλ)
=

1

q − 1

a
SO3(Fq),(0<1

1 )
(I) =

2

q(q2 − 1)
, a

SO3(Fq),(0<1
1 )

(f) = 0

a
SO3(Fq),1

(hµ)
= − 2

q(q + 1)
, a

SO3(Fq),1

(hλ)
=

1

q(q − 1)

a
µq+1,1

(I) =
1

2q(q + 1)
, a

µq+1,1

(f) = − 1

2q

a
µq+1,1

(hµ)
=

2

(q2 − 1)
, a

µq+1,1

(hλ)
= 0

a
F×
q ,1

(I) =
q − 3

2q(q2 − 1)
, a

F×
q ,1

(f) =
q − 3

2q(q + 1)

a
F×
q ,1

(hµ)
= 0, a

F×
q ,1

(hλ)
= − 1

q2 − 1

Now suppose q is 3 mod 4. In this case, −1 is not a square in F×
q , so

the values of ∑
λ∈(F×

q )2

χπ(hλ)
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at π of dimension 1, q − 1, q, and q + 1 are (q − 3)/4, 1, (q − 3)/4, and
0. Since −1 is a square in µq+1, we consider the sum

2 ·
∑

µ∈(µq+1)2

χπ(hµ) + h−−1

at π of dimension 1, q − 1, q, and q + 1, which evaluate to (q − 1)/2,
2, −(q − 1)/2, and 0. Therefore, we take c(h+

−1)
= 0, c(h−

−1)
= c(hµ)/2.

Again, the coefficients c(I), c(f), c(hλ) for λ ∈ (F×
q )

2, and c(hµ) for µ ∈
(µq+1)

2 must solve the equations

1 = c(I) + c(f) + c(hλ)
q − 3

4
+ c(hµ)

q − 1

2
1

q − 1
= c(I)(q − 1)− c(f) + 2c(hµ)

1

q
= c(I)q + c(hλ)

q − 3

4
− c(hµ)

q − 1

2
1

q + 1
= c(I)(q + 1) + c(f) − c(hλ)

Solving these equations as in the previous case gives

c(I) =
q + 2

q(q2 − 1)
, c(f) =

2

q + 1

c(hµ) =
2(q2 + q + 1)

q(q2 − 1)
, c(hλ) =

q2 − q + 1

q(q2 − 1)
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Similarly, we can solve for a
SO3(Fq),1

(h) , a
SO3(Fq),(0<1

1 )
(h) , a

µq+1,1

(h) , and a
F×
q ,1

(h) ,
getting

a
SO3(Fq),1

(I) =
2

q(q2 − 1)
, a

SO3(Fq),1

(f) =
2

q

a
SO3(Fq),1

(hµ)
=

1

(q + 1)
, a

SO3(Fq),1

(hλ)
=

2

q − 1

a
SO3(Fq),(0<1

1 )
(I) =

2

q(q2 − 1)
, a

SO3(Fq),(0<1
1 )

(f) = 0

a
SO3(Fq),1

(hµ)
= − 1

q(q + 1)
, a

SO3(Fq),1

(hλ)
=

2

q(q − 1)

a
µq+1,1

(I) =
1

2q(q + 1)
, a

µq+1,1

(f) = − 1

2q

a
µq+1,1

(hµ)
=

1

(q2 − 1)
, a

µq+1,1

(hλ)
= 0

a
F×
q ,1

(I) =
q − 3

2q(q2 − 1)
, a

F×
q ,1

(f) =
q − 3

2q(q + 1)

a
F×
q ,1

(hµ)
= 0, a

F×
q ,1

(hλ)
= − 2

q2 − 1
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