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Abstract. In this paper, I introduce a new generalization of the
concept of an operad, further generalizing the concept of an opetope
introduced by Baez and Dolan, who used this for the definition of
their version of non-strict n-categories. Opetopes arise from iter-
ating a certain construction on operads called the +-construction,
starting with monoids. The first step gives rise to plain operads,
i.e. operads without symmetries. The permutation axiom in a
symmetric operad, however, is an additional structure resulting
from permutation of variables, independent of the structure of a
monoid. Even though we can apply the +-construction to sym-
metric operads, there is the possibility of introducing a completely
different kind of permutations on the higher levels by again per-
muting variables without regard to the structure on the previous
levels. Defining and investigating these structures is the main pur-
pose of this paper. The structures obtained in this way is what I
call n-actads. In n-actads with n > 1, the permutations on the dif-
ferent levels give rise to a certain special kind of n-fold category. I
also explore the concept of iterated algebras over an n-actad (gen-
eralizing an algebra and module over an operad), and various types
of iterated units. I give some examples of algebras over 2-actads,
and show how they can be used to construct certain new interesting
homotopy types of operads. I also discuss a connection between
actads and ordinal notation.
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1. Introduction

Operads are a central concept of modern algebraic topology. The
term was coined by J. P. May [27]. Operads are used as an approach
to infinite loop space theory. They are a more streamlined alternative
to the PROPs of Adams and MacLane, Lawvere theories, and the con-
cepts of Boardman and Vogt. An operad C consists of sets (or spaces)
C (n) where C (n) is the set of all operations in n variables in a type
of algebraic structure, which it describes. The basic operations of an
operad correspond to substituting the results of operations (in differ-
ent variables) to the input variables of another operation. One also
typically includes a unit (identity) operation and commutativity in the
broader sense, which means a symmetric group action by permuting
variables. All this structure is included in May’s original definition of
an operad ([27], Definition 1.1, which also included the assumption that
C (0) = ∗). The concept without commutativity was defined by May
([27], Definition 3.12) as non-Σ operads. Some authors also speak of
plain operads. In contrast, operads where permuting variables is al-
lowed are sometimes called symmetric operads. Another variant is an
S-sorted operad (or multicategory), which is defined in the same way
as an operad, but with an “object set” S.

In the original context of infinite loop space theory, May [27] used
the little n-cube operad which naturally acts on an n-fold loop space.
By passing to the limit, an infinite loop space is shown to be an E∞-
space, which means an algebra over an operad C where each C (n) is
a contractible space with free Σn-action. This is one way of capturing
the notion of a commutative monoid “up to all possible homotopies.”

In a completely different context, operads also later appeared in al-
gebra, where instead of operations on a set or a space, we axiomatize
multilinear operations on a vector space. In this fashion, for example,
commutative and associative algebras, as well as Lie and Poisson alge-
bras can be axiomatized. Ginzburg and Kapranov ([17]) discovered a
striking phenomenon of Koszul duality of operads and their algebras,
analogous to previously known concept of Koszul duality of algebras
and modules [32].

Passing from vector spaces to their chain complexes, we can also talk
about chain-level E∞-operads and their algebras. Hinich and Schecht-
man [21] noticed that the cochain complex of a topological space has the
structure of an E∞-algebra (which they called a May algebra). Mandell
[24] proved that for well-behaved spaces (for example simply connected
with finitely generated homotopy groups), their p-completed homotopy
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type can be recovered from their E∞ cochain complex with coefficients
in F̄p.

In some sense, the ideas of the topological and algebraic contexts are
combined in multiplicative infinite loop space theory (cf. [29, 13]), which
generalizes certain structures of multilinear algebra to stable homotopy
theory, i.e. to the context of spectra (see [2], Part III).

Baez and Dolan (see [3]) introduced the +-construction (unrelated
to Quillen’s +-construction), which is a procedure used to pass from
monoids to plain operads. Essentially, for an S-sorted operad O, there
is an operad O+ sorted over the set of operations of O, whose algebras
are operads over O. Applying this procedure to monoids defines plain
operads, and iterating defines opetopes, which Baez and Dolan [3] used
to axiomatize non-strict n-categories. Variants and generalizations of
these concepts were introduced by C. Hermida, M. Makkai, and J.
Power [18, 19, 20], E. Cheng [8, 9, 10], and T. Palm [30, 31] . Additional
references include M. Zawadowski [38, 39, 40] and M. Fiore [15].

The +-construction was further generalized to Cartesian monads by
Leinster [23], and interpreted combinatorially by Kock, Joyal, Batanin,
and Mascari [22], using the calculus of polynomial functors of Gambino
and Hyland [16]. An even more conceptual interpretation in this di-
rection was given by Szawiel and Zawadowski [34, 35, 36]. For another
approach using syntactic methods, see Curien, Thanh, and Mimram
[12]. Computer implementations of polytopes are given in [22, 14].

However, opetopes do not explain how symmetric operads arise from
monoids. While the +-construction can be applied to symmetric oper-
ads, there is an additional possibility of introducing permutations on
each higher level by permuting variables without regard to the struc-
tures on the previous levels. The interplay of these permutations is the
concept I explore in this paper. I call the resulting structures actads.
Note that the possibility of permuting variables randomly does not fit
within the picture of any reasonable concept of a higher category: it is
a truly new element. Perhaps for that reason, actads have so far de-
fied the conceptual approaches described above, and the only rigorous
definition I was able to make starts from scratch.

As it turns out, the higher permutations must be handled quite care-
fully. We must specify a delicate order of variables on the previous
levels which must be preserved for the higher permutations to work.
Permutations on the different levels cannot just be mixed into an ordi-
nary category, but must form a special kind of n-fold category. Because



5

of this, a particularly canonical model of the structure without permu-
tations (which I call plain actads) must be introduced. Plain n-actads
form a category equivalent to a version of n-opetopes ([3]), a combina-
torial model of which was given in [22]. However, we need an ordered
model which will be introduced from scratch.

In this paper, I index the actads so that monoids are 0-actads and
operads are 1-actads. The operations of an actad are indexed by an
n-base. The 0-base is just 1 point, the 1-base is the set of natural
numbers. Elements of the 2-base are, roughly speaking, based trees.
Drawing, in the place of each node of a tree, a triangle whose vertex
is the node, and whose base contains the successor nodes, one can
visualize a 3-base as a tree drawn in this fashion, where each triangle
can be, recursively (but only finitely many times), subdivided into a
tree drawn in a similar fashion. Remembering all these subdivisions
is a key part of the structure of an element of the 3-base. For n > 3,
n-bases are more difficult to visualize.

To explain how the induction procedure works in more detail, I find it
easier to first only discuss associativity. I call the concept only encoding
associativity a plain actad. Plain actads are not categories, but merely
sets. I define a plain n-actad using an indexing set Bn called the plain
n-base. For example, the elements of B2 are planar trees, which means
that the successors to each node are linearly ordered. In addition to
the Bn’s, there are maps Fn, which map Bn into the set of non-empty
finite sequences in Bn−1, and Gn, which simply maps Bn into Bn−1.
Now, the Fn’s can be thought of as assigning to an element of Bn the
“set of its entries.” For example, F2 can be visualized as giving the
degrees of internal nodes of a planar tree. In addition, Gn can be
thought of as assigning to an element of Bn its “total arity”, which is
an element of Bn−1. Finally, we can define a composition operation by
taking an element x ∈ Bn and replacing one of its “entries” (i.e. one
of the terms z of Fn(x)) with some y ∈ Bn such that Gn(y) = z. For
example, we begin with B0 = {∗} and B1 = N (where we identify a
natural number n with a planar tree with 1 triangle and n prongs).
Composition of n,m ∈ N = B1 is then defined to always give n+m−1
and can be visualized in the diagram (4), below. Note that we always
have F1(n) = (∗, . . . , ∗︸ ︷︷ ︸

n

) and G1(n) = ∗ for every n, so all n,m ∈ B1

are composable in all ways.
Now, a plain n-actad is a system C(z) indexed by z ∈ Bn. The

structure of a plain n-actad is defined by composition operations in
C “fibered over Bn”, i.e. where the indices are elements involved in
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a composition in Bn. Finally, we can derive the associativity axioms
from associativity properties of the composition in Bn.

To advance the induction, I define Bn+1 as the free plain n-actad on
Bn. In other words, we no longer “execute” the composition operations
on Bn, but simply keep track of which ones were made, subject to the
associativity axiom. In this fashion, we can inductively define the Bn’s,
and thus we can define plain n-actads. I treat plain n-actads below in
Section 2.

Just as in the case of operads, capturing a commutativity axiom
complicates the structure substantially. In the case of an operad C ,
a commutativity property is expressed by introducing a Σn-action on
C (n). Then this turns B1 into a groupoid B1, making Σn the auto-
morphism group of n ∈ N. From a philosophical point of view, n really
stands for the word

(1) an = a · · · a

in the free monoid on one element a, and the permutations interchange
(independently of the monoid structure) the n copies of a. In this
paper, I develop the corresponding additional structure B2, and even-
tually Bn. Recall that the elements of B2 are planar trees. B2 should
incorporate the “1-permutations” induced from B1 by (1), which are
isomorphisms of trees. Notice that a 1-permutation can change the
tree, so it may no longer be an automorphism, although it is always an
isomorphism (so 1-permutations form a groupoid). For example, see
the picture of a 1-permutation in B2 in (24). But now it seems that
any natural generalization should introduce permutations of nodes of
the tree of the same arity (call them 2-permutations), regardless of the
structure of the tree (just as in (1), the permutations are completely in-
dependent to the product operation of the free monoid). For example,
see (25).

We need to answer the question of how the 1-permutations and 2-
permutations interact. Putting them both together into a single cate-
gory seems to fail. In other words, a random permutation of nodes of
the same arity in a tree does not seem to induce, in any meaningful
way, a permutation on leaves. Nor does there really seem to be a natu-
ral structure of a 2-category: Both 1-permutations and 2-permutations
act on objects. Thus, we are led to a bicategory structure (see [5]),
where the {1, 2}-morphisms are permutations of nodes of equal ar-
ity, on which we have prescribed the same permutation of successors.
This, fortunately, is a rather special type of bicategory. In addition
to the {1}-morphisms and {2}-morphisms (we may in the future omit
the braces to simplify notation) forming groupoids, every 1-morphism
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and 2-morphism with the same source complete to a unique {1, 2}-
morphism. In this paper, I call this type of bicategory cube-like, and
generalize it to all n. Then, Bn is, in particular, a cube-like n-fold
category. Along with the appropriate axioms expressing compatibil-
ity with composition, this is my implementation of the commutativity
axiom. Cube-like n-fold categories fibered over Bn with composition
satisfying the properties of Bn’s composition are what I call n-actads.
I treat this in Section 3.

The question of units is another issue. There is, of course, a natural
concept of unit that can be considered a part of associativity, which
generates two unit axioms. However, there is more to the story. Even
in operads (which, recall, are 1-actads), we encounter another concept,
namely that of a based operad, which also contains a manifestation of
the unit of a monoid (which is a 0-actad). More precisely, a based
operad C = (C (n)) is indexed by n ∈ N0, and we are given a base
point ∗ ∈ C (0). Based operads play a crucial role in infinite loop space
theory (for example, in the Approximation Theorem [27]).

Similarly, for n-actads, beside the “ordinary” unit notion there is a
notion which includes carry-overs from k-actad units for k < n. I call
this “recursive” unit axiom R-unitality. It is interesting to note that in
the case of n-actads, the commutativity axiom becomes substantially
richer in the R-unital case. This is because for n ≥ 3, in the non-unital
case, an element of an n-actad can be only non-trivially composed with
elements of lower arity, with which it cannot be permuted by an {n}-
morphism. In the R-unital context, this is not necessarily the case. I
treat the R-unital case in Section 7 below.

The original application of operads comes from their algebras. In
addition, the notion of algebras prompted the notion of a module over
an operad and its algebras, which was invented by May, and is treated,
for example, in [4]. We would like to generalize these notions to n-
actads. Indeed, there are directly analogous notions for n-actads, and
I treat these concepts in Section 4. An important example is the com-
mutative (in the narrower sense) (n+1)-actad Bn+1 whose algebras can
be thought of as strictly commutative n-actads. By “freeing up” the
(n+ 1)-morphisms, we are able to obtain the associative (n+ 1)-actad
An+1, whose algebras are precisely n-actads.

For n ≥ 2, the immediate thought is that this idea should be “iter-
ated.” However, implementing that idea is not obvious. Before we can
iterate, we must for example answer the question of what happens to
n in the iterated algebras. The answer to these questions are given in
Section 6, and are summarized as follows:
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For an n-actad C , it turns out that there exists a notion of an iterated
C -I-algebra for every subset I ⊆ {0, . . . , n}, which consists of |I| cube-
like (n−1)-fold categories. An axiomatization of these notions is made
using multisorted algebras (a definition of which can be found in [6]).
The concept essentially allows one to label the entries of a tree with
the elements of I (for example, see (36)). In the case of I = {0} and
I = {0, n}, the concept gives the notions of algebras and modules,
respectively. I treat this in Section 6.

What are some interesting examples and applications of n-actads?
So far, we have been working in the ground category of sets when
discussing actads and their algebras. One can of course also work with
spaces or simplicial sets without any difficulties (as is done with operads
in [27]). This is where one may expect the most interesting topological
examples to reside. At present, finding such examples is restricted by
the fact that, for n ≥ 2, the structures are unfamiliar, but we do present
some examples of the new structure here. One interesting example is
the E∞-n-actad EAn, which is the Čech resolution of the associative
n-actad An. Note that since we have a canonical map of n-actads

(2) An → EAn,

EAn-algebras are, in particular, (n− 1)-actads.
For n = 2, I give some concrete examples related to this case. I

describe the free EA2-algebra AEA2(X2) on the groupoid X2 fibered
over B1 where X2(2) is the groupoid given by Σ2 acting on itself freely
and X2(n) is empty over n 6= 2. I also give a sufficient condition
for the classifying space of a groupoid to be algebras over the operad
AEA2(X2). In some sense, this is an analogue of the result of May [28]
that the classifying space of a permutative category is an algebra over
the Barratt-Eccles E∞-operad, which is EA1.

In Section 9, I actually construct EA2-algebras which are new op-
erads (in the sense that they, as far as I know, are not equivalent to
operads which have been previously studied). For a spectrum E (see [2]
for an introduction the concept of spectra in algebraic topology) with
a map E → HZ (the Eilenberg-Mac Lane spectrum), we can obtain a
map of E∞-spaces E0 → Z. I show that this structure (also when E0 is
replaced with any E∞-space), in particular, leads to a structure of an
EA2-algebra, and show that in certain cases, the resulting example is
non-trivial even as an operad, (via (2)), in the sense that an E∞-operad
does not map into it.

In fact, algebras over a based version Ξ̄E0 of this operad can be
characterized as follows: For a map of spectra E → F → HZ, let
ψ : F0 → Z be the corresponding map of E∞-spaces. Then Ξ̄E0-algebras
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are canonically equivalent to spaces of the form ψ−1(−1). Note that
ψ−1(−1) is homotopy equivalent to ψ−1(0), which is an infinite loop
space, but the homotopy equivalence is non-canonical when the map
of spectra E → HZ does not split.

While this is only one example of a homotopical structure obtained
from the 2-morphisms of actads, its non-triviality can be thought of as
higher-categorical in nature (since it comes from a lack of canonicity).
Thus, our example may provide a clue to the nature of the kinds of
applications the new structure of an n-actad may have.

There is yet an entirely different aspect of the story of plain actads.
Kock, Joyal, Batanin, Mascari ([22]) discuss a machine interpretation
and also a “fixed point” of the +-construction. It is possible to pursue
this further. Our particular model of plain actads suggests a close con-
nection with the Veblen hierarchy of ordinal notation. From this point
of view, if is possible to iterate the opetope construction transfinitely
and we show that the level of complexity of the first fixed point of
that construction is the Feferman-Schütte ordinal Γ. More specifically,
recalling the fact that the elements of B2 can be identified with planar
trees, one is reminded of the Veblen hierarchy of ordinals, where, let-
ting ϕβ denote the Veblen functions (see [37]), ϕ1(α) = ωα and ϕβ(α)
is the α’th fixed point of ϕβ′ for β′ < β. (This is shifted by 1 from
the usual convention, which is more natural for my point of view. The
shift disappears for β ≥ ω.) The first fixed point of this hierarchy (the
first ordinal with ϕΓ(0) = Γ) is the Feferman-Schütte ordinal Γ [37]. It
is particularly well known that trees can be used for a notation of or-
dinals below ε = ϕ2(0) which suggests a connection with plain actads.
In Section 11, I indeed construct an onto function

(3) Bn → ϕn(0).

This prompts the idea of generalizing Bn to the case when n is an
ordinal, which is carried out readily. Thus, we can also use Bα, for α <
Γ, as notation for countable ordinals below Γ. The map I constructed
is not a bijection (for example even for trees, we have 1 + ω = ω).
This could be remedied by taking a proper subset of Bn, but we do not
undertake this task in the present paper. Since actads are algebraic
structures, even the map (3) adds to visualization of ordinals between
ε and Γ.

Acknowledgment: I am grateful to the referees for many helpful
suggestions for improving the presentation of this paper.
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2. Plain Bases and Actads

In this section, we will introduce plain actads. By the results of
[22], (following the concept of Gambino and Hyland [16]), the category
of plain n-actads is equivalent to n-opetopes without units, (a unital
version of this statement also holds, see Section 7). However, plain
actads give a canonical ordered model of the category which we will
need when introducing actads. As we described in the introduction,
in the process of defining plain n-actads, we must also define the plain
n-base and the maps Fn’s and the Gn’s. We will define a set Bn, also
called the plain n-base and plain n-actads inductively. Plain n-actads
will be universal algebras sorted on Bn.

In general, (see [6]), for a set S, an S-sorted universal algebra is
defined to be the collection of the data of a set X with a map X → S
together with a set On for each n ≥ 0 of n-ary operations (specific to
the type of algebra we are considering) together with a map On → Sn+1

(specifying which operations are allowed with given sources and target),
that is required to staisfy certain prescribed identities, (also specific
to the kind of algebra considered) where in compositions, the output
of an operation is plugged into an input over the same s ∈ S (i.e.
compositions are

On ×Sn (Ok1 × · · · ×Okn)→ Ok1+···+kn).

Homomorphisms of a given kind of S-sorted algebras are maps over S
(i.e. commuting with the given maps to S) which are compatible with
the operations. For example, a group acting on a set forms a {0, 1}-
sorted universal algebra ϕ : X → {0, 1} where the group is ϕ−1(0) and
the set is ϕ−1(1). S-sorted algebras are equivalent to finitary monads
in the category (Set/S) of Sets over S. (The proof follows from the
methods of Chapter 3 of [1].) This means a monad M such that for
any X → S, M(X → S) is the colimit in Set/S of M(K → S) with
K ⊆ X finite.

For a map f : S → T , a T -sorted algebra specifies an S-sorted
algebra by allowing those operations and identifies which are allowed
after composing with f . For a finitary monad M in Set/T , we can
describe the monad f ∗M in Set/S as RML where L : Set/S → Set/T
is the forgetful functor and R : Set/T → Set/S is its right adjoint,
given by R(X) = X ×T S. In particular, an unsorted universal algebra
can be made S-sorted by pulling back along the map S → ∗. Thus
S-sorted operads (or multicategories) are defined. Of course, in mul-
ticategories, we often consider multifunctors, which are more general
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morphisms over a map of sets S1 → S2 preserving the operations in
the obvious sense. In general, for a S-sorted universal algebra pulled
back via a map f : S → T , we have a notion of a morphism over any
map S1 → S2 over T .

Plain n-actads are universal algebras sorted in Bn, this means that
a plain n-actad is a set X over Bn (i.e. a map X → Bn) with certain
operations (which, as it will turn out, are binary) applicable to elements
that map to certain elements of Bn, specific to the operation, and
certain identities among iterated operations. For n = 0, the plain
0-base is just a point,

B0 = {∗}.

To describe the operations in more detail, we must also say more
about the maps. For n ≥ 1, additional structure on Bn is needed,
which we will define inductively. Write

TBn−1 = {(a1, . . . , ak)|ai ∈ Bn−1, k ≥ 1}.
We have maps

Fn : Bn → TBn−1 ,

(let mx be the length of the sequence Fn(x) for x ∈ Bn, and write

Fn(x) = (f1(x), . . . , fmx(x))),

and
Gn : Bn → Bn−1.

Suppose Bn−1 and (n− 1)-actads have already been defined. We then
have the following structure: We have an operation

x ◦ni y,
for x, y ∈ Bn, 1 ≤ i ≤ mx, and Gn(y) = fi(x), such that

mx◦ni y = mx +my − 1.

To illustrate what we are after, before making exact definitions, let us
consider what these structures look like for n = 0, 1, 2. For n = 0, only
consists of a single B0 point, so one can only compose an element with
itself leading to picture that is not very interesting:

t
However, for n = 1 and n = 2, the pictures are much more revealing.

I will use the following pictures to express 1- and 2-compositions. For
n = 1, B1 is the set of all natural numbers, and we see the standard
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composition picture for planar trees (identifying a natural number n
with the planar tree with n prongs). Here, we are replacing one of
the “prongs” of a planar tree at the end of one of the trees with the
“stem” of a different tree. The “prongs” are visualized as ordered “left
to right.”

(4)

x

y

It is important to note that, for operads, any two trees can be com-
posed. This is because for every tree x, we have G1(x) = ∗ and
F1(x) = (∗, . . . , ∗). So, for every 1 ≤ i ≤ mx, fi(x) = G1(x) = ∗.
So every two trees, every possible fi will agree with G1.

For n = 2, though, the composition is quite different. In the picture,
I express 2-composition by putting a tree with the same arity inside
one of the “triangles.” Letting

x =

1

2 3

4

y =

1

2
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(where the numbers denote the ordering of the entries of x and y), we
can compose the two trees via x ◦2

3 y (see the below picture)

The induction data of Bn also includes increasing functions

ϕ(x,i,y)
n : {1, . . . ,mx}r {i} → {1, . . . ,mx +my − 1}

ψ(x,i,y)
n : {1, . . . ,my} → {1, . . . ,mx +my − 1}

expressing how the elements of the two objects of Bn involved in the
composition are shuffled in the resulting object. The purpose of these
functions is to formulate an analogue of the associativity axiom. For
example, we see that for n = 1, where the elements are prongs, the
prongs of y “stay together” in the shuffle even though the indexing is
shifted. For n = 2, instead of prongs, the elements are triangles. They
are also ordered “left to right” (and in case of a tie, “top to bottom”),
but we see that in this ordering, both shuffles ϕ and ψ are non-trivial,
i.e. the “triangles” of y do not “stay together” after the composition.

The associativity property for composition we require states that for
1 ≤ i < j ≤ mx, Gn(z) = fj(x),

(5) (x ◦ni y) ◦n
ϕ
(x,i,y)
n (j)

z = (x ◦nj z) ◦ni y.

For n = 1, we have

ϕ
(x,i,y)
1 (j) = j +my − 1 for i < j ≤ mx

ψ
(x,i,y)
1 (j) = j + i− 1 for 1 ≤ j ≤ my.

To make a rigorous definition of plain n-actads, we need to formulate
a few more properties of composition and these functions. For j < i,
we must have

ϕ(x,i,y)
n (j) = j.
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(We shall sometimes omit the superscript n when it is clear). We
will also have, for i < j < k and any n, the additional axioms

(6) ϕ
(x◦nj z,i,y)
n (ϕ(x,j,z)

n (k)) = ϕ
(x◦ni y,ϕ

(x,i,y)
n (j),z)

n (ϕ(x,i,y)
n (k)),

(7) ϕ(x,i,y)
n (j) = ϕ(x◦kt,i,y)

n (j).

Suppose we have defined Bn (and all associated structure).

Definition 1. A plain n-actad has the data of a set C with a map

C → Bn,

and, writing C(x) for the inverse image of and element x ∈ Bn, com-
position operators

γn,i : C(x)× C(y)→ C(x ◦ni y)

for x, y ∈ Bn, with 1 ≤ i ≤ mx, Gn(y) = fi(y). We require that these
composition operators satisfy the condition that, for 1 ≤ i < j ≤ mx,
z ∈ Bn, Gn(z) = fj(x), the following diagram commutes:

(8)

C(x)× C(y)× C(z)
γn,i×Id //

T

��

C(x ◦ni y)× C(z)

γ
n,ϕ

(x,i,y)
n (j)

��
C(x)× C(z)× C(y)

γn,j×Id
��

C((x ◦ni y) ◦n
ϕ
(x,i,y)
n (j)

z)

=

��
C(x ◦nj z)× C(y)

γn,i // C((x ◦nj z) ◦ni y),

where T : C(x)× C(y)× C(z)→ C(x)× C(z)× C(y) is the permutation
switching the coordinates of C(z) and C(y). (We shall also sometimes
write γi instead of γn,i when the value of n is clear.)

We shall now inductively define Bn. For n = 1, let B1 = N. In
addition, define

F1 : B1 → {(a1, . . . , ak)|ai ∈ B0 = {∗}},

G1 : B1 → B0

by F1(n) = (∗, ∗, . . . , ∗)︸ ︷︷ ︸
n times

, G1(n) = {∗}. Then, for x, y ∈ B1, let

x ◦1
i y = x+ y − 1.
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Note again that this works for every i because the coordinates of F1(x)
are all *, and G1(y) = ∗ for every y.

Suppose we have Bn and all the maps associated with it. By Defini-
tion 1 above, we have the notion of plain n-actads. Given this, define

Bn+1 = {((x1, x2, . . . , xk), (i1, i2, . . . ik−1)) | k ≥ 1, x` ∈ Bn,

Gn(xj) = fij−1
((. . . (x1 ◦ni1 x2) ◦ni2 x3 . . . ) ◦nij−2

xj−1),

1 ≤ ij ≤ m(...(x1◦ni1x2)◦ni2x3... )◦
n
ij−1

xj = mx1 + · · ·+mxj − (j − 1),

i1 ≤ i2 ≤ · · · ≤ ik−1}.
In addition, define

Gn+1((x1, x2, . . . , xk), (i1, i2, . . . , ik−1)) =

= (. . . ((x1 ◦ni1 x2) ◦ni2 x3) . . . ) ◦nik−1
xk,

Fn+1((x1, x2 . . . , xk), (i1, i2, . . . , ik−1)) =

= (x1, x2, . . . , xk),

and
m((x1,x2,...,xk),(i1,i2,...,ik−1)) = k.

Then we have the following

Lemma 2. Bn+1 is the free plain n-actad on Id : Bn → Bn, where

((x1, x2, . . . , xk), (i1, i2, . . . , ik−1)) =

γn,ik−1
(γn,ik−2

(. . . γn,i2(γn,i1(x1, x2), x3), x4) . . . ), xk).

Proof. The free plain n-actad on Bn is

Tn = {γn,i1(γn,i2(. . . γn,ik(x, yk), . . . , y2), y1)|ik, . . . , i1 ∈ N,
x, y1, . . . , yk ∈ Bn composable}/ ∼

where ∼ is the smallest equivalence relation containing compositions of
the γ’s differing only in one pair of consecutive γ’s, replaced by another
according to Diagram (8). We have, by definition,

Bn+1 = {γn,j1(γn,j2(. . . γn,jk(x, xk), . . . , x2), x1)|jk ≤ · · · ≤ j1,

x, x1, . . . , xk ∈ Bn composable}.
We want

Bn+1 = Tn.

We have a canonical map

(9) Bn+1 → Tn
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Suppose i < j. Then we have, by Diagram (8),

γi(γj(x, z), y) = γ
ϕ
(x,i,y)
n (j)

(γi(x, y), z).

and ϕ
(x,i,y)
n (j) ≥ j > i. So, for every

(10) γn,i1(γn,i2(. . . γn,ik(x, yk), . . . , y2), y1) ∈ Tn,

we can use ϕ
(x,i`,y)
n (i`+1) to ‘switch’ the order of i` and i`′ whenever

i` < i`+1. So, there exist j1 ≥ · · · ≥ jk such that

γn,i1(γn,i2(. . . γn,ik(x, yk), . . . , y2), y1) =

= γn,j1(γn,j2(. . . γn,jk(x, yσ(k)), . . . , yσ(2)), yσ(1))

where σ is a suitable permutation. (Though we note that it is not
necessarily true that {i1, . . . , ik} = {j1, . . . , jk}. This gives a left inverse
of (9), so (9) is onto. However, then we need to know that we get the
same answer regardless of the order of ‘switches’. In proving this, the
axioms (6), (7) will come into play.

Suppose i < j < k. Performing switches in two different ways, we
get

γi(γj(γk(x, t), z), y) = γ
ϕ
(γk(x,t),i,y)
n (j)

(γi(γk(x, t))) =

= γ
ϕ
(γk(x,t),i,y)
n (j)

(γ
ϕ
(x,i,y)
n (k)

(γi(x, y), t), z) =

γ
ϕ
(γi(x,y),ϕ

(γk(x,t),i,y)
n (j),z)

n (ϕ
(x,i,y)
n (k))

(γ
ϕ
(γk(x,t),i,y)
n

(γi(x, y), z), t)

and
γi(γj(γk(x, t), z), y) = γi(γϕ(x,j,z)

n (k)
(γj(x, z), t), y) =

= γ
ϕ
(γj(x,z),i,y)
n (ϕ

(x,j,z)
n (k))

(γi(γj(x, z), y), t) =

= γ
ϕ
(γj(x,z),i,y)
n (ϕ

(x,j,z)
n (k))

(γ
ϕ
(x,i,y)
n (j)

(γi(x, y), z), t).

Thus, we must have

(11) ϕ(γj(x,z),i,y)
n (ϕ(x,j,z)

n (k)) = ϕ(γi(x,y),ϕ
(γk(x,t),i,y)
n (j),z)

n (ϕ(x,i,y)
n (k)),

(12) ϕ(x,i,y)
n (j) = ϕ(γk(x,t),i,y)

n (j),

which are (6) and (7). Conversely, (6) and (7) guarantee that two
switches have the same result, i.e.

(13) ϕ(γj(x,z),i,y)
n (ϕ(x,j,y)

n (k)) = ϕ(γi(x,y),ϕ
(x,i,y)
n (j),z)

n (ϕ(x,i,y)
n (k)).

Now, we will use induction to prove that we always get the same
result regardless of the order we perform switches of consecutive pairs
γiγj, for i < j. Let

i = min{i1, . . . , ik},
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where i1, . . . , ik are as in (10). If i occurs only once in the sequence
(i1, . . . , ik), then let ni be the distance from i to the end of the sequence.
If there exist `1 < · · · < `m ∈ {1, . . . , k} such that

i = i`1 , . . . , i`m ,

then let ni be the distance from i`m to the end of the sequence.
If i is at the end of the sequence (i.e. i = ik and ni = 0), then repeat

this process for (i1, . . . , ik−1). If the smallest i in every sequence is at
the end, (i1, . . . , ik) is already in order. So, then we are done.

Suppose we know that the result is independent of the order we take
the switches if ni = p. Then suppose ni = p+ 1.

The strategy is to show that without loss of generality, all the possible
switches from j < k to j > k to the right of i can be done first before
i is moved to the right. Then the order of the switches to the right of
i does not matter by the induction hypothesis.

Consider the position when the last switch to the right of i before i is
moved to the right has been performed. Assume first that the situation
immediately to the right of i is

(14) i < j > k.

Thus, the next position will be

(15) j′ > i < k.

Now if any more switches to the right of i happen before i is moved
again, then equivalently, those switches could have been made first,
and then the move from (14) to (15).

Thus, either all the possible switches to the right of i have been
performed before (14) was reached (which is what we were trying to
assume), or the position right before i was moved to the right was

(16) i < j < k.

Now i is moved to the right producing

j̄ > i < k.

By the induction hypothesis, the order of the remaining moves does
not matter, so we may as well continue to

j̄ < k̄ > i,

k̄ > j̄ > i.

But by axioms (6) and (7), those are equivalent to

i < k′ > j

(17) k′′ > i < j
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k′′ > j′′ > i

In the sequence (17), one more move was executed to the right of i
before i was moved.

�

Note that this proof is analogous to the proof of the presentation of
Σn by the “Yang-Baxter relations” aiai+1ai = ai+1aiai+1 (along with
aiaj = ajai for j > i+ 1) where ai = (i, i+ 1) in the cycle notation.

Then, the functions ϕ
(x,j,y)
n+1 , ψ

(x,j,y)
n+1 for

x = ((x1, x2, . . . , xk), (i1, i2, . . . , ik−1))

y = ((y1, y2, . . . , y`), (ι1, ι2, . . . , ι`−1)).

are determined as follows:
For a plain n-actad C, and for ζi ∈ C(xi), ζι ∈ C(yι), we have

γn,ik−1
(. . . γn,ij(γn,ij−1

(. . . γn,i2(γn,i1(ζ1, ζ2), ζ3) . . . , ζj−1),

γn,ι`−1
(. . . γn,ι2(γn,ι1(ζ1, ζ2), ζ3), . . . , ζ`), . . . xk) =

γn,λk+`−1
(. . . γn,λ2(γn,λ1(µ1, µ2), µ3) . . . , µλk+`−1

),

with
λ1 ≤ · · · ≤ λk+`−1

ζs = µ
ϕ
(x,j,y)
n+1 (s)

ζt = µ
ψ
(x,j,y)
n+1 (t)

,

for s ∈ {1, . . . , k}, t ∈ {1, . . . , `}. Finally, also define

(18)
((x1, . . . , xk), (i1, . . . ik−1)) ◦n+1

j ((y1, . . . , y`), (ι1, . . . , ι`−1)) =
= γn,ik−1

(. . . γn,ij(γn,ij−1
(((x1, . . . , xk), (i1, . . . ik−1)),

((y1, . . . , y`), (ι1, . . . , ι`−1))), xj+1), . . . , xk).

Axioms (5) and (6) then follow from the fact that one can similarly
define, directly analogously, a composition of ((x1, . . . , xk), (i1, . . . , ik−1))
with two appropriate elements

((y1, . . . , y`1), (ι1, . . . , ι`1−1))

and
((z1, . . . , z`2), (κ1, . . . , κ`2−1))

at 1 ≤ j1 < j2 ≤ mx, and observe that it is equal, by definition, to the
compositions in the two different orders, and similarly for the shuffles.

Axiom (7) follows from the fact that, by Lemma 2, composing at a
j, as in (18) does not affect the shuffles of compositions at j′ < j.
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3. Actads and Bases

Using this, we will define the n-base Bn, and then n-actads. Unlike
the Bn’s, the Bn’s are not sets. Bn and n-actads are n-fold categories.
(Recall, these are more general than n-categories. For example, n = 2
gives the notion of bi-categories, see [5], which strictly contains the
notion of 2-categories.) One can define an n-fold category inductively
as a category internal in (n−1)-fold categories (i.e. where both objects
and morphisms are (n − 1)-fold categories, and the maps involved in
the axioms of the category are morphisms of (n−1)-fold categories, i.e.
(n − 1)-fold functors). We start the induction with 1-fold categories.
Note that n-fold categories still have pullbacks.

This means that it involves sets of “S-morphisms” for S any subset
of {1, . . . , n}. In particular, “∅-morphisms” are actually the objects,
which for Bn are the plain n-bases, and for n-actads, they are the plain
n-actads. To discuss this further, let us introduce some notation:

Suppose C is an n-fold category and S ⊆ {1, . . . , n}. For

(19) I : S → {0, 1},

we have the source-target map

(20) SI : S −Mor(C )→ (∅ −Mor(C )) =: Obj(C ).

(Then 0 stands for source and 1 stands for target.) In addition, let
0 : S → {0, 1} be the constant 0 function.

More generally, for T ⊆ S, I : SrT → {0, 1}, we have a source-target
map

S T
I : S −Mor(C )→ T −Mor(C ).

Call an n-fold category C cube-like if for all S ⊆ {1, . . . , n}, for all
x ∈ Obj(C ), and

φi ∈ {i} −Mor(C )

(for any i ∈ S), such that S0(φi) = x, there exists a unique φ ∈
S −Mor(C ) such that

S {i}
0 (φ) = φi.

Being cube-like is a very substantial restriction on n-fold categories,
essentially still a concept of (1-fold) categories, since the condition only
involves morphisms between objects. In this paper, all n-fold categories
we will deal with will be cube-like, unless we specify otherwise. Also,
in all of our examples of cube-like n-fold categories, the 1-subcategories
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of {i}-morphisms will be groupoids. We shall call such cube-like cate-
gories invertible cube-like. In particular, Bn and the n-actads will be
invertible cube-like n-fold categories. An n-fold functor F : C → D
is called fibered if for every x ∈ Obj(C ), for every φ ∈ S −Mor(D)
with S0(φ) = F (x), there exists a unique ψ ∈ S −Mor(C ) such that
S0(ψ) = x, F (ψ) = φ, and all S-morphisms of C are given this way.
(Note that other variants of this concept exist).

Also, define

Definition 3. Define the category I by

Obj(I) = {0, 1}
Mor(I) = {(0→ 0), (0→ 1), (1→ 1)}.

Then let Set(n) be the n-fold category of sets, defined as follows: For a
subset S ⊆ {1, . . . , n}, let the set of S-morphisms is

S −Mor(Set(n)) = {F |F is a functor IS → Set}.

Now, we have a Lemma:

Lemma 4. (1) Let D be an n-fold category. A fibered n-fold func-
tor F : C → D produces (in a bijective fashion) an n-fold func-
tor Φ : D → Set(n): for some S ⊆ {1, . . . , n}, ψ ∈ S−Mor(D),

(21) Φ(ψ)(I) = SI(F
−1(ψ)),

(recall (19) for the definition of I) with

Φ(ψ) : Mor(I |S|)→Mor(Set)

defined by the fibered property of F .

(2) If F : C → D is a fibered n-fold functor and D is cube-like,
then C is cube-like.

Proof. First we will discuss (1). Starting with a fibered n-fold functor
F : C → D , define Φ by (21). Then the fact that Φ is an n-fold
functor follows directly from the properties of composition in an n-fold
category.

Given an n-fold functor Φ : D → Set(n), define, for S ⊆ {1, . . . , n},

(22) S −Mor(C ) =
∐

ψ∈S−Mor(D)

Φ(ψ)

with F : C → D given by projection. Then F is a fibered n-fold functor
by the functoriality properties of F . Additionally, the constructions of
Φ from F and F from Φ are obviously inverse to each other.
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(2) is immediate from (22), since in a fibered n-fold functor, for
S ⊆ {1, . . . , n}, we can lift the {i}-morphisms with i ∈ S with a com-
mon source uniquely to {i}-morphisms with a given common source,
which then complete uniquely to an S-morphism both downstairs and
upstairs.

�

We will also need a way to construct an n-fold category from se-
quences of morphisms of an (n−1)-fold category for the induction step
from Bn to Bn+1. (This is a generalization of TBn−1 from the case of
plain n-actads and n-bases.)

Definition 5. Suppose C is an (n−1)-fold category. Define the n-fold
category TC in the following way: Suppose S ⊆ {1, . . . , n − 1}. Then
define the S-morphisms by

S −Mor(TC) = {(α1, . . . , αk)|k ≥ 1, αi ∈ S −Mor(C)}

(23)

(S ∪ {n})−Mor(TC) =
{f = ((α1, . . . , αk), σ, (β1, . . . , βk))

: (α1, . . . , αk)→ (β1, . . . , βk) | k ≥ 1, αi ∈ S −Mor(C)
σ : {1, . . . , k} → {1, . . . , k} permutation, ∀i

βi = ασ(i)}.

For f ∈ S ∪ {n} −Mor(TC) in (23), we will sometimes denote the
permutation σ by σf . It suffices to have Bn as an (n−1)-fold category,
with an (n− 1)-fold functor

Fn : Bn → TBn−1 .

Then the n-fold category structure of Bn is induced by Fn. Explicitly,
for S ⊆ {1, . . . , n− 1}, x, y ∈ S −Mor(Bn),

(S ∪ {n})−Mor(Bn)(x, y) = (S ∪ {n})−Mor(TBn−1)(F(x),F(y)).

Then for S ⊆ {1, . . . , n}, x ∈ S−Mor(Bn), denote again the length
of Fn(x) by mx and

Fn(x) =: (f1(x), . . . , fmx(x)).

Thereby, Fn becomes an n-fold functor. We will also have an (n− 1)-
fold functor

Gn : Bn → Bn−1
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given by applying the Bn−1-composition, similarly as in our definition
of Gn.

An example of a {1}-morphism in B2 is the map that takes the tree
on the left to the tree on the right by

(24)

Call it ϑ. An example of a {2}-morphism in B2 is the map that takes
the tree on the left to the tree on the right by

(25)

Call it %. Then we have a {1, 2}-morphism in B2 given by the following
diagram:
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where the maps on the left are %, and the maps on the bottom are ϑ.
To capture the properties of the composition, define cube-like n-fold

categories Compn, Comp2
n as follows: For S ⊆ {1, . . . , n− 1}, define

(26)
S −Mor(Compn) =

{(x, i, y) | x, y ∈ S −Mor(Bn), 1 ≤ i ≤ mx,Gn(y) = fi(x)},

(S ∪ {n})−Mor(Compn) = {((x, i, y)→ (x, i′, y), f, g) | 1 ≤ i ≤ mx,

x, y ∈ S −Mor(Bn),Gn(y) = fi(x),

f : x→ x, g : y → y, f, g ∈ (S ∪ {n})−Mor(Bn), i′ = σf (i)},

S −Mor(Comp2
n) = {(x, i, j, y, z) | x, y, z ∈ S −Mor(Bn),

1 ≤ i 6= j ≤ mx,Gn(y) = fi(x),Gn(z) = fj(x)},

(S ∪ {n})−Mor(Comp2
n) = {((x, i, j, y, z)→ (x, i′, j′, y, z), f, g, h) |

1 ≤ i 6= j ≤ mx,

x, y, z ∈ S −Mor(Bn),Gn(y) = fi(x),Gn(z) = fj(x),

f : x→ x, g : y → y, h : z → z, f, g, h ∈ S ∪ {n} −Mor(Bn),

i′ = σf (i), j
′ = σf (j)}.

Note that we then have, by definition, projection n-fold functors

Compn → Bn ×Bn,

Comp2
n → Bn ×Bn ×Bn.

We are also given (as a part of the induction data) increasing func-
tions

ϕ(x,i,y)
n : {1, . . . ,mx} → {1, . . . ,mx +my − 1},
ψ(x,i,y)
n : {1, . . . ,mx} → {1, . . . ,mx +my − 1}

for (x, i, y) ∈ S −Mor(Compn) for some S ⊆ {1, . . . , n − 1}, and a
composition n-fold functor

(27) Φn : Compn → Bn.

Then define
Φ1
n,Φ

2
n : Comp2

n → Compn,

with
Φ1
n(x, i, j, y, z) = (Φn(x, i, y), ϕ(x,i,y)

n (j), z)

Φ2
n(x, i, j, y, z) = (Φn(x, j, y), ϕ(x,i,y)

n (i), z).
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On (S ∪ {n}) −Mor(Comp2
n), Φn, Φ1

n, and Φ2
n are defined by the

wreath products of the permutations such that

(28)

Comp2
n

Φ1
n //

Φ2
n

��

Compn

Φn
��

Compn
Φn

// Bn

commutes strictly. (Note that then the {n}-morphisms of Bn are per-
mutations.)

We will construct the Bn’s inductively. Suppose we are given Bn

and all of the associated maps. Then take a cube-like n-fold category
C with a fibered n-fold functor

C → Bn.

For S ⊆ {1, . . . , n}, denote the preimage of an S-morphism x by C (x).
Then let

CompC = (C × C )×(Bn×Bn) Compn

Comp2
C = (C × C × C )×(Bn×Bn×Bn) Comp

2
n.

Definition 6. A cube-like n-fold category C with a fibered n-fold func-
tor C → Bn is called an n-actad provided that there exist n-fold func-
tors

Γ : CompC → C ,

Γ1,Γ2 : Comp2
C → CompC ,

such that the following axioms hold:

(1)

Γ1 = (Γ× IdC )×Compn×Bn Φ1
n

(2)

Γ2 = (IdC × Γ)×Bn×Compn Φ2
n

(3)

Comp2
C

Γ1
//

Γ2

��

CompC

Γ
��

CompC
Γ

// C

strictly commutes.
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Let Cn be the category of n-actads, and let Dn be the category of
n-fold fibered categories over Bn. Then we have a forgetful fibered
functor

Cn → Dn.

Then the left adjoint to this functor is called a free n-actad.

Suppose that we are given Bn, the n-actads and all of the associated
maps.

Suppose C is an n-fold category and S ⊆ {1, . . . , n}. Recall that for
I : S → {0, 1}, we have the source-target map (20).

We then define the (n+ 1)-base Bn+1 as a cube-like n-fold category
by letting, for S ⊆ {1, . . . , n}, S−Mor(Bn+1) be the free plain n-actad
on

S0 : S −Mor(Bn)→ Bn,

(Bn = Obj(Bn)). One checks readily that this defines an invertible
cube-like n-fold category. (In fact, because of the invertibility, 0 could
be equivalently replaced by any I : S → {0, 1}.)

Bn+1 then becomes an invertible cube-like (n + 1)-fold category
by the device described under Definition 5, and satisfies (28) with
n replaced by n + 1. Then Φn+1 (see (27)) on S-morphisms with
S ⊆ {1, . . . , n} is defined by plain n-actad composition of S-morphisms
in Bn. Again, Φn+1 on S ∪ {n+ 1} are defined by wreath products of
permutations (see the comments under (27)).

It is tempting to conclude that Bn+1 is the free n-actad on Bn, but
that is false because for S ⊆ {1, . . . , n}, not all S-morphisms of Bn

can be lifted to Bn+1 via Gn+1. This is due to the fact that additional
structure is being introduced, where not all isomorphisms downstairs
will preserve it: for example, for n = 2, not every 1-permutation of
the prongs of a planar tree comes from an actual isomorphism of trees.
Thus, Bn+1 is, in fact, not a fibered n-fold category over Bn (via Gn),
and consequently not an n-actad. On the other hand, Gn+1 : Bn+1 →
Bn satisfies the uniqueness axiom of a fibered n-fold category, and in
fact, the following is true (see also Section 8 below):

Lemma 7. Let U be the forgetful functor from the category of fibered
n-fold categories over Bn to the category of n-fold categories over Bn

(and n-fold functors). Let V be the left adjoint to U (“left Kan
extension”). Then ¯Bn+1 = V Bn+1 is the free n-actad on Bn on
Id : Bn → Bn.

�
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(Note that in the case of n = 1, 1-actads are simply operads.)

4. Algebras over an n-Actad

The next thing we will discuss is algebras over an n-actad C . For
operads, which are 1-actads, an algebra over an operad C is an X with

C (n)×Xn → X

satisfying the appropriate axioms (associativity, and, if we choose, com-
mutativity in the broader sense and unitality), and a module over an
operad C and an algebra X is a Y with

C (n)×Xn−1 × Y → Y

satisfying similar axioms.

Now, take an (n−1)-fold category X. Suppose we also have a fibered
(n− 1)-fold functor

Ξ : X → Bn−1

(then, in particular, X is cube-like). For S ⊆ {1, . . . , n − 1}, a ∈
S −Mor(Bn−1), let the inverse image of Ξ of a again be called X(a).

Suppose we have S ⊆ {1, . . . , n−1}. Then define the extra structure
for X needed to be n-fold category, by insisting that the map

(29) (S ∪ {n} −Mor(X))←−Id (S −Mor(X))

be a bijection. With this extra structure, X is an n-fold category.

Let C be an n-actad. Then, by definition, we have an n-fold functor

C // Bn
Fn // TBn−1 .

Also, we have

TΞ : TX → TBn−1 .

So we can form the pullback C ×TBn−1
TX .

Definition 8. X is called an algebra over C provided that the following
holds: There exists an (n− 1)-fold functor

(30) Θ : C ×TBn−1
TX → X,
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such that the diagram

C ×TBn−1
TX

Θ //

π

��

X

Ξ

��

C

��
Bn

Gn
// Bn−1,

commutes where π is the projection, and the map C → Bn is the fibered
n-functor given by definition. Note that though some of the functors in
this diagram are n-fold functors, this diagram is of (n−1)-fold functors.
We require the following conditions to hold:

(1) Equivariance:

By the above comment on the n-fold categorical structure of X,
We have that C ×TBn−1

TX is already an n-fold category. Then

we require (30) to be an n-fold functor.

(2) Associativity:

First, fix x, y ∈ S−Mor(Bn), S ⊆ {1, . . . , n−1}, i ∈ {1, . . . ,mx},
with fi(x) = Gn(y). Or, in other words, (x, i, y) ∈ Compn.
Then write

xj = fj(x),

yk = fk(y).

Suppose we have

ξ ∈ C (x)× C (y)× {(x, i, y)}.
Recall that elements of C (x) are S-morphisms of Bn over x.
Then define

Ω(ξ) = (z1, . . . , zmx+my−1)

by
z
φ
(x,i,y)
n (j)

= xj,

z
ψ
(x,i,y)
n (k)

= yk.

Then

Ω : C (x)× C (y)× {(x, i, y)} → TBn−1 .

We also have
TΞ : TX → TBn−1 .
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So, we can write

(C (x)× C (y)× {(x, i, y)})×TBn−1
TX .

Then define

Θ̃(x,i,y) : (C (x)× C (y)× {(x, i, y)})×TBn−1
TX →

→ C (x)×TBn−1

∏
1≤j≤mx

X(xj)

by

(31)
Θ̃(x,i,y) = ($, IdC (x)×

∏
1≤j≤mx, j 6=iX(xj)×

Θ |C (y)×TBn−1

∏
i≤k≤my X(yk)).

where, again,

$ : (C (x)× C (y)× {(x, i, y)})×TBn−1
TX → C (x)

is the projection to the first coordinate.
Now, let

Θ̃ =
∐

(x,i,y)∈Compn

Θ̃(x,i,y).

Then, since

CompC = (C × C )×(Bn×Bn) Compn,

we have

Θ̃ : CompC ×TBn−1
TX → C ×TBn−1

TX .

Then

(32)

CompC ×TBn−1
TX

Γ×Id //

Θ̃
��

C ×TBn−1
TX

Θ

��
C ×TBn−1

TX
Θ

// X

must strictly commute. Actually, Θ̃ can be extended uniquely
and naturally to S ∪ {n}-morphisms, and (32) is automatically
a diagram of n-fold functors.

Again, at n = 1, this simply corresponds to the concept of algebras
over an operad.

Examples: 1: Let An be the n-actad given by taking, for S ⊆
{1, . . . , n− 1},

S −Mor(An) = (S ∪ {n})−Mor(Bn),
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and (S ∪ {n}) −Mor(An) is the n-composable pairs of (S ∪ {n}) −
Mor(Bn), i.e. the pairs

(σ, τ) ∈ ((S ∪ {n})−Mor(Bn))2

such that Snτ = Tnσ ∈ S−Mor(Bn), where Sn, Tn denote the n-source
and n-target of an S ∪ {n}-morphism. Then there is an equivalence
of categories between An-algebras and (n − 1)-actads. More specific
examples of An-algebras will be given in later sections.

2: Note that, of course, Bn is an n-actad via Id : Bn → Bn. We call
Bn-algebras n-commutative (n− 1)-actads, (in the narrower sense).

5. Modules of Algebras over n-Actads

Suppose X,M are (n−1)-fold categories and we have fibered (n−1)-
fold functors

ΞX : X → Bn−1

ΞM : M → Bn−1.

Then let, again, X(x) and M(x) denote the inverse images under ΞX

and ΞM of x ∈ Bn−1 respectively. For S ⊆ {1, . . . , n− 1}, define TX,M
by

(33)
S −Mor(TX,M) = {((ι, k), (x1, . . . , xι−1,m, xι+1, . . . , xk)) |

1 ≤ ι ≤ k ∈ N,
xj ∈ S −Mor(X),m ∈ S −Mor(M)},

(S ∪ {n})−Mor(TX,M) = {((σ, ι, k), (x1, . . . , xι−1,m, xι+1, . . . , xk)) |
1 ≤ ι ≤ k ∈ N

xj ∈ S −Mor(X),m ∈ S −Mor(M), σ ∈ Σk}.

For an η = ((ι, k), (x1, . . . , xι−1,m, xι+1, . . . , xk)) ∈ S −Mor(TX,M),
write ιη = ι.

Definition 9. Suppose C is an n-actad and X is a C -algebra. Then
M is a (C , X)-module provided that the following holds: There exists
an (n− 1)-fold functor

(34) Θ : C ×TBn−1
TX,M →M
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such that

C ×TBn−1
TX,M

Θ //

π

��

M

ΞM

��

C

��
Bn

G
// Bn−1,

where π is the projection, and the map C → Bn is the n-functor given
by the definition. Note that though some of the functors in this diagram
are n-fold functors, this diagram is of (n − 1)-fold functors. We also
require the following conditions to hold:

(1) Equivariance:

Suppose we have S ⊆ {1, . . . , n − 1}. Then define the extra
structure for M needed to be n-fold category, by insisting that
the map

(S ∪ {n} −Mor(M))←−Id (S −Mor(M))

be an isomorphism. With this extra structure, M is an n-fold
category. We have that C ×TBn−1

TX,M is already an n-fold

category. Then (34) must be an n-fold functor.

(2) Associativity:

We will use the symbols x, y, S, i, xj, yk,Ω in the same way as
in Axiom (2) in Section 4. We have

TΞX : TX → TBn−1 ,

We define
Υ : TX,M → TBn−1

by
Υ(x1, . . . , xi−1,m, xi+1, . . . , xk) =

= (ΞX(x1), . . . ,ΞX(xi−1),ΞM(m),ΞX(xi+1), . . . ,ΞX(xk)).

So, we can write

(C (x)× C (y)× {(x, i, y)})×TBn−1
TX,M .

Then define

Θ̃(x,i,y) : (C (x)× C (y)× {(x, i, y)})×TBn−1
TX,M →

→ C (x)×TBn−1

∏
1≤j≤mx

M(xj)
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by

Θ̃(x,i,y) = ($, IdC (x)×
∏

1≤j≤mx, j 6=iXMj(xj)×
Θ |C (y)×TBn−1

∏
i≤k≤my XMk(yk)).

where, for η ∈ TX,M on C (x)× C (y)× {(x, i, y)} ×TBn−1
{η},

XMj = X for j 6= ι
= M for j = ι.

Then

(35)

CompC ×TBn−1
TX,M

Γ×Id //

Θ̃
��

C ×TBn−1
TX,M

Θ

��
C ×TBn−1

TX,M
Θ

// M

must strictly commute.

We can also define a concept of a (C , X)-algebra M analogously by
modifying the definition so as to allow multiple mj’s in (33).

6. Iterated Algebras

There is a concept of an I-iterated algebra over an n-actad for any
subset I ∈ {0, . . . , n}, of which the concepts of algebra and algebra
with a module introduced in the last two sections are special cases for
I = {n} and I = {0, n}, respectively. We will use these constructions
later to define unital actads and R-units. An I-iterated algebra con-
sists of |I| cube-like (n − 1)-fold categories, with rules on where they
can be “plugged in into an element of a given n-actad.” The ways of
plugging in the α’th model, for an α ∈ I, follow, roughly, the pattern
of an α-actad algebra. However, the precise axiomatization is delicate,
in particular, on morphisms. The only axiomatization I could work
out uses multisorted algebras [6]. One must also design an appropri-
ate multisorted version of the n-base, to keep track of the structure
describing how the different models are being plugged in.

In the below picture, I illustrate how the 0-, 1-, and 2-models are
plugged in in the composition for the 0-, 1-, and 2-models of a {0, 1, 2}-
iterated algebra over a 2-actad.
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α1 = 0 α2 = 1 α3 = 2

(36)

0

0

0

0 0

0

1

1

1 0

0

1

2

1 0

(the solid nodes mark the places where trees that will be labeled a
number ≥ 0 are composed).

We shall start with the concept of the I-pointed n-base BI
n, a cube-

like n-fold category, which will be defined inductively.

We start the induction with B{0}0 = B∅0 = B0. For k ≥ 0, 0 ≤ α1 <
· · · < αk ≤ n, I = {α1, . . . , αk}, BI

n = Bα1,...,αk
n is an n-fold category

with a n-fold functor

Bα1,...,αk
n → Bn

and with some additional maps. First, Bα1,...,αk
n comes with additional

data of n-fold functor

℘n : Bα1,...,αk
n → {1, . . . , k}

as part of the induction data, where on the right hand side, all mor-
phisms are identities. We shall also write

BI
n(i) = Bα1,...,αk

n (i) = ℘−1
n (i).

We will construct Bα1,...,αk
n (and the associated structure) inductively

on n. The induction step from (n − 1) to n depends in a crucial way
on whether αk < n or αk = n. Essentially, if αk < n, the induction
step from Bα1,...,αk

n−1 is similar as for Bn. If αk = n, the induction
step to Bα1,...,αk

n will be from B
α1,...,αk−1

n−1 to Bα1,...,αk
n . The rules for

plugging in the new model are essentially to plug into one of the places
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of the previous one, but the (S∪{n})-morphisms must remember their
positions.

In more detail, if αk < n, then we have an (n− 1)-fold functor over
{1, . . . , k}

Fα1,...,αk
n : Bα1,...,αk

n
//

((RR
RRR

RRR
RRR

RRR
TB

α1,...,αk
n−1

��
{1, . . . , k},

where in the vertical arrow, an S-morphism (x1, . . . , xm) with S ⊆
{1, . . . , n− 1} is mapped to

(37) max
i∈{1,...,m}

℘n−1(xi).

Then, like in the case of n-bases, Fα1,...,αk
n induces an n-fold category

structure on Bα1,...,αk
n , and thus becomes an n-fold functor. Again, we

also will have an (n− 1)-fold functor

Gn : Bα1,...,αk
n → Bα1,...,αk

n−1

as part of the induction data.

Definitions of Compα1,...,αk
n and Comp2;α1,...,αk

n then proceed precisely
analogously to the definitions of Compn and Comp2

n in Section 3, except
for the fact that we are working over {1, . . . , k}. The analogue of
Diagram (28) becomes a diagram of the form

(38)

Comp2;α1,...,αk
n

Φ
2;α1,...,αk
n

��

Φ
1;α1,...,αk
n // Compα1,...,αk

n

��
Compα1,...,αk

n
// Bα1,...,αk

n

over {1, . . . , k}.

Now, suppose αk = n. This case must be treated in more detail.
Define a map

$ : {1, . . . , k} → {1, . . . , k − 1}
by

$(i) = i, for i < k

$(k) = k − 1.
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Definition 10. Suppose C → {1, . . . , k− 1} is a (n− 1)-fold category
over {1, . . . , k − 1}. Then define an n-fold category T •C → {1, . . . , k}
over {1, . . . , k} as follows: For i ∈ {1, . . . , k − 1},

T •C (i) = TC (i).

For S ⊆ {1, . . . , n− 1},

S −Mor(T •C (k)) =

{((x1, . . . , x`), b)|` ≥ 1, b ∈ {1, . . . , `}, ∀j ∃ij ∈ {1, . . . , k − 1}
such that xj ∈ S −Mor(C (ij)), ib = k − 1, }

(S ∪ {n})−Mor(T •C (k)) =

{f = (((x1, . . . , x`), b), σ, (y1, . . . , y`))

: ((x1, . . . , x`), b)→ ((y1, . . . , y`), σ(b))|` ≥ 1,

b ∈ {1, . . . , `}, σ : {1, . . . , `} → {1, . . . , `} a permutation,

σ(b) = b,∀i yi = xσ(i)}.

We have an obvious forgetful n-fold functor

T •C

��

// TC

��
{1, . . . , k} $ // {1, . . . , k − 1}

forgetting b.

Then we are also given a (n− 1)-fold functor

(39) F I
n : BI

n = Bα1,...,αk
n → T •

B
α1,...,αk−1
n−1

as part of the induction data. Like in the previous cases, F I
n becomes

an n-fold functor. In addition, like in the previous cases, we have a
(n− 1)-fold functor

G I
n : BI

n → B
α1,...,αk−1

n−1 ,

with the following diagram

BI
n

Gn //

��

B
α1,...,αk−1

n−1

��
{1, . . . , k} $ // {1, . . . , k − 1}.
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Then for S ⊆ {1, . . . , n− 1}, x ∈ S −Mor(BI
n), denote

F I
n(x) =: (f1(x), . . . , fmx(x)).

Now, we will use these functors to define the n-fold categories Compα1,...,αk
n ,

Comp2,α1,...,αk
n similarly to the case of n-bases: For S ⊆ {1, . . . , n− 1},

define

S −Mor(Compα1,...,αk
n ) =

{(x, i, y)|x, y ∈ S −Mor(Bα1,...,αk
n ), 1 ≤ i ≤ mx,Gn(y) = fi(x)}

(S∪{n})−Mor(Compα1,...,αk
n ) = {((x, i, y)→ (x, i′, y), f, g)|1 ≤ i ≤ mx,

x, y ∈ S −Mor(Bα1,...,αk
n ),Gn(y) = fi(x),

f : x→ x, g : y → y, f, g ∈ (S ∪ {n})−Mor(Bn), i′ = σf (i)}.

S −Mor(Comp2,α1,...,αk
n ) = {(x, i, j, y, z)|x, y, z ∈ S −Mor(Bα1,...,αk

n ),

1 ≤ i 6= j ≤ mx,Gn(y) = fi(x),Gn(z) = fj(x)}.

(S∪{n})−Mor(Comp2,α1,...,αk
n ) = {((x, i, j, y, z)→ (x, i′, j′, y, z), f, g, h)|

1 ≤ i 6= j ≤ mx,

x, y, z ∈ S −Mor(Bα1,...,αk
n ),Gn(y) = fi(x),Gn(z) = fj(x),

f : x→ x, g : y → y, h : z → z, f, g, h ∈ S ∪ {n} −Mor(Bn),

i′ = σf (i), j
′ = σf (j)}.

Then define maps

Π1 : Compα1,...,αk
n → {1, . . . , k}

Π2 : Comp2,α1,...,αk → {1, . . . , k}
by

Π1(x, i, y) = $(x)

Π2(x, i, j, y, z) = $(x).

Also, like before, we have

Compα1,...,αk
n → Bα1,...,αk

n ×Bα1,...,αk
n

Comp2,α1,...,αk
n → Bα1,...,αk

n ×Bα1,...,αk
n ×Bα1,...,αk

n

ϕ(x,i,y)
n : {1, . . . ,mx} → {1, . . . ,mx +my − 1}

Φn : Compα1,...,αk
n → Bα1,...,αk

n ,
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and
Φ1
n,Φ

2
n : Comp2,α1,...,αk

n → Compα1,...,αk
n ,

where the diagram analogous to (38) commutes.

Then suppose we are given the Bα1,...,αk
n and all of their associated

structure described above.
To construct, for {α1, . . . , αk} ⊆ {0, . . . , n}, Bα1,...,αk

n+1 from Bα1,...,αk
n ,

we can proceed precisely analogously to the end of Section 3: For
S ⊆ {1, . . . , n}, S − Mor(Bα1,...,αk

n+1 ) is the (n + 1)-dimensional free
plain actad sorted over {1, . . . , k} (i.e. plain actad in the category of
sets over {1, . . . , k}) on

S0 : S −Mor(Bα1,...,αk
n )→ Bn × {1, . . . , k}.

Again, this is an invertible cube-like category and 0 could be equiva-
lently replaced by any I : S → {0, 1}. We let

Bα1,...,αk,n+1
n+1 = Bα1,...,αk

n+1 ×T
B
α1,...,αk
n

T •
B
α1,...,αk
n

.

(In particular, by definition, B0
n = Bn for all n).

Now, we will define iterated algebras. Let C be an n-actad. Let
0 ≤ α1 < · · · < αk ≤ n. Let

C α1,...,αk = C ×Bn Bα1,...,αk
n .

Compα1,...,αk
C = (C × C )×(Bn×Bn) Comp

α1,...,αk
n

Comp2;α1,...,αk
C = (C × C × C )×(Bn×Bn×Bn) Comp

2;α1,...,αk
n .

(Note that we have a forgetful n-fold functor Bα1,...,αk
n → Bn.)

Definition 11. Suppose D is an (n − 1)-fold category over Bn−1 ×
{1, . . . , k}. Then, for i = 1, . . . k, let D(i) be the sub-(n − 1)-fold
categories that are fibered over Bn−1 × {i}. Then let T kD be the n-fold
category with

S −Mor(T kD) = {(x1, . . . , xk)|∀j ∃ij ∈ {1, . . . , k − 1}
such that xj ∈ S −Mor(D(ij)}

S ∪ {n} −Mor(T kD) = {f = ((x1, . . . , xk), σ, (y1, . . . , yk))

: (x1, . . . , xk)→ (y1, . . . , yk)|
σ : {1, . . . , k} → {1, . . . , k} a permutation,

∀j xj ∈ S −Mor(D(ij)), yj ∈ S −Mor(D(σ(ij))), and yj = xσ(i)}
for S ⊆ {1, . . . , k − 1}.
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An iterated (α1, . . . , αk)−C algebra is a k-tuple of fibered (n−1)-fold
categories X = (X1, . . . , Xk) over Bn−1 together with an (n − 1)-fold
functor

Θ : C α1,...,αk ×Tk
Bn−1×{1,...,k}

T kX → X

with

C α1,...,αk ×Tk
Bn−1×{1,...,k}

T kX
Θ //

))SSS
SSSS

SSSS
SS

X

��
{1, . . . , k}.

Again, there are equivariance and associativity axioms. Equivariance,
again, says that Θ is an n-fold functor if we let (29) be a bijection.
Associativity is expressed by the commutativity of a diagram of n-fold:

Compα1,...,αk
C ×Tk

Bn−1×{1,...,k}
T kX

Γ×Id //

Θ̃

��

C α1,...,αk ×Tk
Bn−1×{1,...,k}

T kX

Θ

��
C α1,...,αk ×Tk

Bn−1×{1,...,k}
T kX

Θ // X

where Θ̃ is defined analogously to (31).

As an example, note that the cases of B{n}n and B{0,n}n give the
notions of algebras and modules (respectively) over n-actads.

7. R-Unital Actads and Bases

A unit axiom can be added to the concept of an n-actad (or a plain
n-actad) without difficulty. Perhaps the most surprising aspect of units
is how diverse they become for n > 1: In the plain case, the unit is
expressed by the natural inclusion

(40) Bn−1 ⊆ Bn, n ≥ 1.

(given by the fact that Bn is the free plain (n−1)-actad on Id : Bn−1 →
Bn−1.

We introduce the notation 1ny ∈ Bn for the image of every y ∈ Bn−1.
Then ∀x = ((x1, . . . , x`), (i1, . . . , i`−1))

(1) x ◦nk 1nxk = x
(2) ∀y ∈ Bn such that Gn(y) = x,

1nx ◦n1 y = y.
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Then, we can define a unital plain actad as follows:

Definition 12. Suppose we are given a plain n-actad C. Then C is a
unital plain actad provided that for x ∈ Bn−1, y ∈ Bn, z ∈ C(y), we
are given an element 1n,x ∈ C(1nx) such that

(1)

γn,j(z, 1n,x) = z

(2)

γn,j(1n,x, z) = z,

if Gn(y) = x.

For n = 0, there is also a unit 10,∗, even though there is no −1 base.

A unital 0-actad is a monoid (instead of just a semigroup).
For actads, the story is analogous. Here, only the case of n > 0 is

new. By the definition of Bn+1 from Bn at the end of Section 3, we
also obtain a canonical inclusion (n − 1)-fold functor of (n − 1)-fold
categories

(41) In : Bn−1 → Bn.

In fact, it becomes an n-fold functor if we make all the {n}-morphisms
identities in the source. In fact, (41) is a section of the (n − 1)-fold
functor Gn. (In particular, in the n-actad case, note that units have
{i}-automorphisms for i < n.)

The left unit property for Bn then can be expressed by introducing
a left unit functor

Hn : Bn → Compn

by

x 7→ (InGnx, 1, x)

(see (26)). Then the diagram

(42)

Bn
Hn //

Id ##H
HH

HH
HH

HH
Compn

Φn
��

Bn

commutes, and we call it the left unit property. For the right unit
axiom, we must remember where the unit is being inserted. Recalling
the notation of the last section, we may define a right unit n-fold functor

Kn : B0
n → Compn

by

Kn(x, b) = (x, b,Infb(x)).
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Then the right unit axiom is the commutativity of the diagram

(43)

B0
n

Kn //

##H
HH

HH
HH

HH
Compn

Φn
��

Bn

where the diagonal n-fold functor is the projection.

Definition 13. For an n-actad C , let

C 0 = C ×Bn B0
n.

Then C is called a unital n-actad if there exists an n-fold functor lift

C

��
Bn−1

I C
n

;;xxxxxxxxx

In
// Bn

such that, letting

H C
n : C → CompC

n

be defined by

x 7→ (I C
n Gn|x|, 1, x),

where |x| denotes the projection of x to Bn, and

K C
n : C 0 → CompC

n

be defined by

K C
n = (x, b,I C

n |fb(x)|),
the following diagrams above (42) and (43) commute:

C
H C
n //

Id ##G
GG

GG
GG

GG
G Compn

Γ
��

C

C 0
K C
n //

π
##H

HH
HH

HH
HH

H Compn

Γ
��

C

where π is the projection.
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But now there is also a version of unitality of n-actads (or plain n-
actad) which includes units coming from i-actads (or plain i-actads) for
all i < n. I call this concept R-unitality where R stands for “recursive.”

To give an example, a based operad (which, recall, is over N0 instead
of N) is a unital operad C with a base point ∗ ∈ C (0). In a way, this
comes from the monoid unit, since the free monoid on one generator
contains 1 = a0, corresponding to the 0 index. It is interesting to note
that the base point of an operad is not subject to any axioms. Yet,
it is an important feature, adding a rich structure of “degeneracies”
given by plugging in the base point. This structure is crucial in the
Approximation Theorem in infinite loop space theory [27].

To define R-unital plain actads, we will define, simultaneously, the
R-unital plain n-base BR

n ⊃ Bn with maps

FR
n : BR

n → TRBRn−1

GR
n : BR

n → BR
n−1

and composition ◦n. Here TRX is defined the same way as TX (recall
Definition 5), except that an empty sequence is allowed. In fact, there
will be a distinguished subset

BR,0
n ⊆ BR

n

such that
x ∈ BR,0

n ⇒ mx = 0.

Now an R-unital plain actad C is defined the same as a unital plain
n-actad with Bn replaced by BR

n , together with a section

BR,0
n → C

over BR
n−1 (using GR

n ).
Then BR

n+1 is defined as the free plain R-unital n-actad over Id :
BR
n → BR

n , modulo the relations

(44) γn,i(x, y) = x ◦ni y, for x ∈ BR
n , y ∈ BR,0

n .

One defines, inductively,

(45) BR,0
n+1 = BR,0

n

∐
{1nx|x ∈ BR

n−1}

(we want to begin the induction with BR
0 = {∗, ∗}, BR

1 = N0). Note
that mx in Bn+1 does not necessarily equal mx in Bn. We emphasize
that in the second term on the right hand side of (45) we mean the
R-unital n-actad units, not the units 1nx ∈ BR

n .
The reason to keep these units separate is to be able to plug into

1nx, in ◦n+1: we have 1nx ∈ BR
n+1 via the inclusion BR

n ⊂ BR
n+1 with

m1nx = 1. To explain this, in our definition of trees in BR
2 , there is no
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reason to prohibit plugging in a tree with 1 prong into the triangle with
one prong (“lozenge”) 11

1 via ◦2. However, plugging in the R-unit 11
1

via ◦2 eliminates the lozenge from the tree, which is a new operation.
The structure of BR

n is not as complicated as it may seem. In fact,
one readily proves by induction

Lemma 14. The canonical inclusion Bn ⊆ BR
n \BR,0

n is a bijection.

�

Now BR
n , R-unital n-actads, (and all associated functors) can be

defined completely analogously to, Bn, n-actads, via an inductive defi-
nition of BR

n (and the associated functors) and then replacing BR
n while

extending the formula (37) to S-morphisms, with S ⊆ {1, . . . , n}. This
is then a generalization of (unital) n-actads.

In this approach, we keep permutations as the {n}-morphisms; it is
possible to create a larger category generated by these morphisms and
n-compositions with the various i-units, i < n, but then we no longer
have an invertible cube-like n-fold category.

Note that an R-unital 1-actad is the same thing as a based operad.
1-morphisms in B2 together with ? ◦2

i 12
1, ? ◦2

i 11
0 (with the obvious

compatibility relations, noting that BR,0
2 = {12

1, 1
1
0},) generate a larger

category of trees, whose opposite is equivalent to a tree analogue of a
category of finite sets and injections.

Now we can define higher analogues of a based algebra over a based
operad: An R-unital algebra over an R-unital n-actad C is a fibered
(n− 1)-fold category

X → BR
n−1

together with a section (n− 1)-fold functor

X

��
BR,0
n−1

;;vvvvvvvvv
⊂ // BR

n−1

which satisfies equivariance and associativity (and unit) properties anal-
ogous to those described in Section 4, in addition to the R-unitality
axiom, which states that if

(y, (x1, . . . , xm)) ∈ S −Mor(C ×TBn−1
TX)

with xi = ι ∈ S −Mor(BR,0
n−1), S ⊆ {1, . . . , n− 1}, then

Θ(y, (x1, . . . , xm)) = Θ(γn,i(y, ι), (x1, . . . , xi−1, xi+1, . . . , xm)).

(recall that Θ denotes the functor mapping C ×TBn−1
TX → TX in (30)).
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8. Monads

A key point of the infinite loop space theory of May [27] is the close
connection between operads and monads. A monad (for an introduc-
tion see [7], Vol. 2, Ch.4) in a category A is a functor C : A→ A which
satisfies monoid-like properties with respect to composition. Its algebra
is an object X together with a natural transformation Θ : CX → X
which satisfies left module-like axioms with respect to composition.

For a universal algebra in the category of sets, its associated monad
C assigns to a set X the free algebra CX of the given type on X. For
an operad C (in the unbased context), the associated monad C has a
particularly simple form [27]:

CX =
∐
n≥1

C (n)×Σn X
n

(on the right hand side, the subscript denotes taking orbits).
In this section, we will describe the monads associated to n-actads

and plain n-actads. Let us discuss the plain case first. Let C be a plain
n-actad. In this case, we define a monad C in the category of sets over
Bn−1. (In particular, we are dealing with multisorted algebra in the
sense of [6].) Consider a set Ξ : X → Bn−1 over Bn−1. Again, we write,
for y ∈ Bn−1, X(y) for Ξ−1(y). Then, for y ∈ Bn−1,

CX(y) :=
∐

z∈Bn,Gn(z)=y

mz∏
i=1

X(fi(z)).

In the case of an n-actad C , we will construct the monad C describing
C -algebras in the category of (n−1)-fold categories fibered over Bn−1.
We could, alternatively, describe a monad in sets over Bn−1, considering
the {i}-morphisms as unary operations. While this point of view also
seems interesting, we do not follow it in the present paper.

Suppose C is an n-actad. Let X be an (n− 1)-fold category with a
fibered (n− 1)-fold functor

Ξ : X → Bn−1.

(Thus, X is an invertible cube-like (n − 1)-fold category.) Now we
will construct the free C -algebra CX on X. There are n-fold fibered
functors

TΞ : TX → TBn−1

Λ : C → TBn−1 .
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We can get a Λ since there is an n-fold fibered functor

C → Bn,

and we can compose with

Fn : Bn → TBn−1 .

Suppose S ⊆ {1, . . . , n− 1}. Then first define an (n− 1)-fold category
C0X with an (n− 1)-fold functor Φ : C0X → Bn−1 by

S −Mor(C0X) = S −Mor(C ×TBn−1
TX)/

/(x, y) ∼ (f̃(x), f̂(y)), where x ∈ S −Mor(C ), y ∈ S −Mor(TX)

TΞ(y) = Λ(x) = α ∈ TBn−1 , (f : α→ β) ∈ S −Mor(TBn−1),

for some β, and f̃ is the lift of f using Λ, and

f̂ is the lift of f using TΞ.

The trouble is that the (n− 1)-fold functor Φ satisfies the uniqueness,
but not the existence properties of a fibered (n − 1)-fold functor, due
to the same property of the (n− 1)-fold functor

Gn : Bn → Bn−1.

Let A be a k-fold category. The forgetful functor

UA : fibered k − fold categories over A → k − fold categories over A

(on both sides, k-fold functors are morphisms) has a left adjoint KA .

Definition 15. For k = n−1, A = Bn−1, the monad C in (n−1)-fold
categories fibered over Bn−1 associated with an n-actad C is given by

CX = KBn−1C0X.

Then CX as defined is the free C -algebra on X.

Now, one can also make a generalization of this construction to iter-
ated algebras. Suppose C is an n-actad. Then we have that C α1,...,αk

is a multisorted n-actad over {1, . . . , k} (by which we mean a n-actad
in the category of sets over {1, . . . , k}). From this point of view, we
can just repeat the above construction over {1, . . . , k}.

More explicitly, let X = (X1, . . . , Xk) be a k-tuple of (n − 1)-fold
categories with a fibered (n− 1)-fold functor

Ξj : Xj → Bn−1.

Now let X also be an (n − 1)-fold category, where the objects are k-
tuples of objects of Xj’s, in the same order, and the S-morphisms are
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k-tuples of S-morphisms of the Xj’s also in the same order. So, we also
have an (n− 1)-fold fibered functor

Ξ = (Ξ1, . . . ,Ξk) : X → Bn−1 × {1, . . . , k}.
(Thus, X is an invertible cube-like (n−1)-fold category.) Now, we will
define the free C α1,...,αk category Cα1,...,αkX on X.

Then, there are n-fold, fibered functors

TΞ : T kX → T kBn−1×{1,...,k}

Λ : C α1,...,αk → T kBn−1×{1,...,k}.

The construction Λ is as follows. First, by definition, we have that

C α1,...,αk = C ×Bn Bα1,...,αk
n .

Since we have that C is an n-actad in the normal sense, we have a
fibered n-fold functor

C → Bn.

Then, we would need a fibered m-fold functor for every m, for every
k ≤ m with some 1 ≤ α1 < · · · < αk ≤ m,

hm : Bα1,...,αk
m → Bm × {1, . . . , k} :

For m = 1, we have that k must equal 1. In addition, we also must
have α1 = 1. However, for k = 1, we have that B1

1 = B1. Then we
have the identity, which is a fibered functor,

Bα1,...,αk
m → Bm = Bm × {1, . . . , k}.

Suppose are given this data form−1. Fix some 1 ≤ α1 < · · · < αk ≤ m.
If αk < m− 1, then we have

(46) Bα1,...,αk
m

F
α1,...,αk
m // TB

α1,...,αk
m−1

// TBm−1 × {1, . . . , k}

(where the second functor of (46) is given by applying hm−1 to the
entries of TB

α1,...,αk
m−1

and taking the maximal element of {1, . . . , k} for

the second coordinate, as in (37)). If αk = m, then we have

B
α1,...,αk−1,n
M

F
α1,...,αk−1,n
m // T •

B
α1,...,αk−1
m−1

.

Now, by Definition (10), we have

T
B
α1,...,αk−1
m−1

→ {1, . . . k}

and we can construct

T
B
α1,...,αk−1
m−1

→ T
B
α1,...,αk−1
m−1

→ TBn−1
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where the first map is the forgetful functor and the second map is
induced by the natural functor

B
α1,...,αk−1

m−1 → Bm−1.

This, we can construct a fibered functor

(47) Bα1,...,αk
m → TBm−1 × {1, . . . , k}

Then we can use the fact that

Fm : Bm → TBm−1 .

is a fibered functor, to get a lift of every S-morphism of TBm−1 to Bm.
Using this lifting by composing it with the fibered functor of (46) or
(47), we get a fibered functor

hm : Bα1,...,αk
m → Bm × {1, . . . , k}.

(This concludes the inductive definition of hm.)

At the moment, we use this for m = n− 1. We have

hn−1 : Bα1,...,αk
n−1 → Bn−1 × {1, . . . , k}.

Then we have

C α1,...,αk // Bn ×Bn Bα1,...,αk
n = Bα1,...,αk

n

Then, we will compose with Fα1,...,αk
n to get a map

Bα1,...,αk
n → TB

α1,...,αk
n−1

→ T kBn−1×{1,...,k}.

Using this, we get our Λ.

We still want the free iterated C -algebra on X which we denote by
Cα1,...,αkX to be an (n − 1)-fold category. So, again, suppose S ⊆
{1, . . . , n− 1}. Then define first Cα1,...,αk

0 X by

S −Mor(Cα1,...,αk
0 X) = S −Mor(C α1,...,αk ×Tk

Bn−1×{1,...,k}
T kX)/

/(x, y) ∼ (f̃(x), f̂(y)), where x ∈ S−Mor(C α1,...,αk), y ∈ S−Mor(T kX)

TΞ(y) = Λ(x) = γ ∈ TBn−1 , (f : γ → δ) ∈ S −Mor(T kBn−1×{1,...k}),

for some δ, and f̃ is the lift of f using Λ, and

f̂ is the lift of f using T kΞ .

Then we have

Cα1,...,αkX = KBn−1×{1,...,k−1}C
α1,...,αk
0 X.
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Now these are analogous unital and R-unital versions of these con-
cepts imposing additional identifications for the units, analogous to the
concept of based algebras over an operad [27]. We omit the details.

9. Case study of a 2-actad algebra

When applying operads to topology, we do not, of course, work in
the base category of sets, but rather in topological spaces or simplicial
sets. All our definitions in this setting work essentially without change.
In particular, geometric realizations of fibered n-fold functors are still
fibered. In the case of spaces, we require all structure maps to be
continuous. In the case of simplicial sets, we can think of a simplicial
object in any of the structures we considered so far, which is consid-
ered as a category where morphisms are homomorphisms (i.e. maps
preserving all structure). This makes sense, since all the structures we
considered can be axiomatized as (multisorted) universal algebras. In
particular, functors of singular sets and geometric realizations linking
the structures in the topological and simplicial context exist and be-
have in the usual way. One source of examples is the Čech resolution.
For a space X, EX denotes the simplicial space

EX : ∆Op → Spaces,

with EXn = Xn+1 (faces are given by taking an (n + 1)-tuple of el-
ements of X to an n-tuple that is the original (n + 1)-tuple missing
a coordinate, and degeneracies are given by taking an n-tuple to an
(n + 1)-tuple which is the same except with one of the coordinates
copied twice). We often identify EX with its geometric realization
|EX|.

The Čech resolution tends to preserve algebraic structures, since the
geometric realization of simplicial spaces preserves finite products (at
least when we are working in the compactly generated category [33]).
For example, considering the associative n-actad we introduced in Sec-
tion 4, we obtain the n-actad EAn, which we call the E∞-n-actad.
For example, EA1 is the Barratt-Eccles operad [26]. As shown in
[26, 27], the classifying space BA of a permutative category A is an
EA1-algebra, hence an E∞-space. (Recall that the classifying space
(or nerve) of a category is the simplicial space where BAn consists of
composable n-tuples of morphisms in A, meaning objects for n = 0,
faces are given by compositions or forgetting the first or last morphism,
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and degeneracies are insertions of identities [27]). For a group G con-
sidered as a category with one object, we have an identification

BG ∼= EG/G

where G acts diagonally on the right hand side. The bijection is given
by homogenization of coordinates

(g1, . . . , gn) 7→ (1, g1, g1g2, . . . , g1 · · · gn).

A permutative category is a symmetric monoidal category that is strictly
associative where the commutativity isomorphism is a strict involution.

Recall the n-actad An described in Example 1 at the end of Section 4.
One may therefore ask what interesting EAn-algebras there are, what
they mean in homotopy theory, and how they arise. In this paper, I
give some examples for n = 2. Note, however, that for any n, inclusion
of the simplicial 0-stage gives a morphism of n-actads

(48) An → EAn.

Therefore, EAn-algebras are, in particular, (n− 1)-actads, and we can
study their algebras. For example, EA2-algebras are, in fact, operads.

In this section, we will study the free EA2-algebra on a given groupoid
X → B1, and in the simplest non-trivial case of X (the free “binary”
case) will give a condition on a category which guarantees that its clas-
sifying space is an algebra over the free EA2-algebra AEA2X on X. In
some sense, this can be thought of as an EA2 analogue of the results
of [26] on the structure of the Barratt-Eccles operad.

In a way, we can think of the operad AEA2X, for a groupoid X, as
describing algebras with operations from X which have commutativity
properties given by X. However, these operations do not have any
associativity properties. Arranging these operations in a planar tree
(as in the reverse Polish notation on some old calculators), the EA2-
algebra property says that the order of the operations “does not matter
in the E∞-sense.” We see from this example that, even for n = 2, which
is the next stage beyond the well-studies case of n = 1, the world of
n-actads becomes very rich.

To say things more precisely, suppose A is a 2-actad. Then suppose
X is a groupoid with a fibered functor

X → B1.
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Then, as noted in Section 8 above, the free A -algebra on X is the
operad

AAX(n) = Σn ×1−Mor(B2)

∐
T∈B2,mG2(T )=n

(A (T )×Aut2(T )

mT∏
i=1

X(fi(T ))).

For T ∈ B2 = Obj(B2), we have that EA2(T ) = {T}×Aut2(T ) (where
Aut2(T ) = {2} −Mor(T, T )). So, for every X,

AEA2X(n) =

Σn ×1−Mor(B2)

∐
T∈B2,mG2(T )=n

{T} × Aut2(T )×Aut2(T )

mT∏
i=1

X(fi(T )) =

Σn ×1−Mor(B2)

∐
T∈B2,mG2(T )=n

{T} ×
mT∏
i=1

X(fi(T )) =

Σn ×1−Mor(B2)

∐
T∈B2,mG2(T )=n

mT∏
i=1

X(fi(T )).

As an example of this, let, for a set S, XS
2 be the groupoid fibered

over B1

XS
2 (n) = ∅, if n 6= 2,

and let
XS

2 (2) = S × Σ2

be the free Σ2-set on S. Then let C be the underlying operad of the
free EA2-algebra on XS

2 . Then

C (n) ∼= B2(n− 1)binary × Σn ×B(ΣS
n−1),

where ΣS
n−1 is the groupoid given by Σn−1 acting on Sn−1, andB2(n)binary

are the elements of B2(n) which are of the form

((2, 2, . . . , 2), (i1, i2, . . . , in−1))

for some n. (Note that B2(n)binary can also be interpreted as the set of
binary trees with n+ 1 leaves.)

Let Y be a groupoid with a map

Ξ : S → Funct(Y × Y, Y ).

Let proj2
i : S × S → S be the coordinate projections for i ∈ {1, 2},

proj3
i : S × S × S → S be the coordinate projections for i ∈ {1, 2, 3}.

When the source is obvious, we will simply write proji. We also have
maps

χ` : S × S → Funct(Y × Y × Y, Y )
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χr : S × S → Funct(Y × Y × Y, Y )

given by χ` = (Ξ ◦ proj2) ◦ ((Ξ ◦ proj1) × Id) and χr = (Ξ ◦ proj1) ◦
(Id× (Ξ ◦ proj2)). Note that we apply the argument only to proj2 and
proj1, e.g.

χ`((s, t)) = (Ξ(t)) ◦ (Ξ(s)× Id)

(we will continue to use this convention later). Then let T : Y × Y →
Y × Y be the functor that switches coordinates. We also have maps
induced by permutations of operations

χ`,`, χr,`, χ`,r, χr,r, χu : S × S × S → Funct(Y × Y × Y × Y, Y )

which are given by

χ`,` = (Ξ ◦ proj3) ◦ (Ξ ◦ proj2 × Id) ◦ (Ξ ◦ proj1 × Id× Id)

χr,` = (Ξ ◦ proj3) ◦ (Ξ ◦ proj2 × Id) ◦ (Id× Ξ ◦ proj1 × Id)

χ`,r = (Ξ ◦ proj3) ◦ (Id× Ξ ◦ proj2) ◦ (Id× Ξ ◦ proj1 × Id)

χr,r = (Ξ ◦ proj3) ◦ (Id× Ξ ◦ proj2) ◦ (Id× Id× Ξ ◦ proj1)

χu = (Ξ ◦ proj2) ◦ ((Ξ ◦ proj1)× (Ξ ◦ proj3)).

Consider the following additional structure for a groupoid Y :

(1) We have isomorphisms

(49) α` : χ` → χ` ◦ T,

(50) αr : χr → χr ◦ T

with the following commuting diagrams:

χ` χ` ◦ T

χ` ◦ T ◦ T

χ`

Id

α`

α`◦T

=

χr χr ◦ T

χr ◦ T ◦ T

χr

Id

αr

αr◦T

=
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(2) The following diagram (and the ones similar to it, with a dif-
ferent χ?,?’s) commute:

χ`,`
Id //

(Ξ◦proj3)(α`×Id)
��

χ`,`

α`◦(Ξ◦proj1)×Id×Id
��

χ`,` ◦ (T × Id)

α`◦(Ξ◦proj1)×Id×Id
��

χ`,` ◦ (Id× T )

(Ξ◦proj3)(α`×Id)

��
χ`,` ◦ (Id× T ) ◦ (T × Id)

(Ξ◦proj3)(α`×Id)

��

χ`,` ◦ (T × Id) ◦ (Id× T )

α`◦(Ξ◦proj1)×Id×Id
��

χ`,` ◦ (T × Id) ◦ (Id× T ) ◦ (T × Id)
= // χ`,` ◦ (T × Id) ◦ (Id× T ) ◦ (T × Id)

(3) The following diagram commutes:

χu
Id //

α`◦(Id×Id×(Ξ◦proj3))
��

χu

αr◦((Ξ◦proj1)×Id×Id)
��

χu ◦ (T × Id)

αr◦((Ξ◦proj1)×Id×Id)
��

χu ◦ (Id× T )

α`◦(Id×Id×(Ξ◦proj3))
��

χu ◦ (Id× T ) ◦ (T × Id)

α`◦(Id×Id×(Ξ◦proj3))

��

χu ◦ (T × Id) ◦ (Id× T )

αr◦((Ξ◦proj1)×Id×Id)

��
χu ◦ (T × Id) ◦ (Id× T ) ◦ (T × Id)

= // χu ◦ (Id× T ) ◦ ◦(T × Id) ◦ (Id× T ).

Then we claim the following

Theorem 16. Given the structure described the above axioms (1)-(3),
the classifying space on morphisms BY is an algebra over the operad
AEA2(X

S
2 ).

The Theorem will be proved at the end of this Section. To prove the
Theorem, we first will prove some results about B2(n)binary.

As a warm-up case, consider the usual presentation of the symmetric
group:

(51) Σn
∼= 〈a1, . . . , an−1|a2

i , aiai+1aiai+1aiai+1, aiajaiaj j > i+ 1〉.

Here ai are understood as switches of consecutive terms in an n-element
sequence. This can be proved for 4 directly from using the Cayley
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graph. Then, one uses induction and the isotropy groups of elements
of {1, . . . , n} in the standard action of Σn to prove it for every n.

In the case of an element of B2(n)binary, the terms are the triangles
(we shall say “nodes”) of a binary tree. Thus, they do not naturally
form a sequence but could be thought of as forming themselves a tree
where edges are between triangles which are attached. For a given
binary tree, we will present the group on its nodes in terms of generators
which correspond to such edges (of which there are n− 1).

Concretely, we claim

Theorem 17. We have

(52)

2−Mor(B2(n)binary) ∼= 〈a1, . . . , an−1|a2
i ,

aiajaiajaiaj when i 6= j and ai and aj share a node,
(aiajakaj)

2 when i < j < k and ai, aj, ak share a node,
aiajaiaj when ai and aj do not share a node〉.

(Here we denote by 2 −Mor(B2(n)binary) the full subcategory of 2 −
Mor(B2) on binary trees.)

Comment: When ai, aj, ak share a node with i, j, k different, the
relation (aiajakaj)

2 follows from the relations (52) regardless of the
order of i, j, k. This is by the fact that the relations (52) involving ai,
aj, ak generate a copy of Σ4, which follows by examining the Cayley
graph.

Proof. If n = 4, this can be proved drawing the Cayley graph. For
n ≥ 5, suppose we have a binary tree

((x1, . . . , xk), (i1, . . . , ik−1)) = ((2, . . . , 2), (i1, . . . , ik−1)).

For lower n, assume the claim as an induction hypothesis. Then sup-
pose we can fix xi−1, xi, xi+1, xi+2, xi+3 with xi connected to both
xi+1 and xi+2. Then let a, b, c, d be the 2-morphisms that switch xi−1

and xi, xi and xi+2, xi+3 and xi+2, and xi and xi+1 respectively. In a
picture, this looks like

(53)

a

d

b c

bdb

xi−1 xi

xi+1

xi+2 xi+3
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where the dots represent the xj’s. Let

(54)
Gi = 〈a, b, c, d|a2, b2, c2, d2,

(ab)3, (bc)3, (ad)3, (db)3, (daba)2, (ac)2, (cd)2〉
(in our notation here, we rename the xi’s after each switch, making the
above compositions possible). Then let Gi,1 be the subgroup of Gi that
is generated by a, b, d. Let Gi,2 be the subgroup of Gi that is generated
by bdb, b, c.

κi : Gi,1 → Gi,2

with

(55)
κi(a) = b
κi(b) = c

κi(d) = bdb.

So, in other words, κi shifts xi to xi+2 and takes the permutations
around xi to those around xi+2.

First, note that by the case n = 4, Gi,1 is the symmetric group,
and also can be presented only in the relations (54) including a, b, d.
We want κi to be a isomorphism, so we have to check the relations
of Gi for a, b, and d for κi(a), κi(b), and κi(d). It is obvious that
(κi(a))2 = b2, (κi(b))

2 = c2 are 1. We have

(κi(d))2 = (bdb)2 = bddb = bb = 1.

Next, we have

(κi(a)κi(d))3 = (bbdb)3 = (db)3 = 1.

Next, we can commute d and c since they permute separate pairs of
xj’s.

(κi(d)κi(a)κi(b)κi(a))2 =

bdbbcbbdbbcb = bdcdcb = bddccb = bb = 1.

Now we need to check the Yang-Baxter relations. It is obvious that

κi(a)κi(b)κi(a)κi(b)κi(a)κi(b) = bcbcbc = 1.

We have

(κi(d)ki(b))
3 = (bdbc)3 =

= bd(bcbd)2bc = bd(cbcd)2bc = bd(cbdc)2bc =

bdc(bd)2cbc = bc(d(bd)2)cbc = (bc)3 = 1

So, we have every relation. Thus, κi is a homomorphism. On the other
hand, all of the relations (54) are valid in the symmetric group, and
thus the image of κi must be a symmetric group and κi must be an
isomorphism.
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Now suppose we have a binary tree in B2(n)binary. Represent its
triangles as nodes xi, and edges ai between them where the triangles
are attached. Consider a degree three node which is farthest from the
root. Using the move (53), we can switch one edge in a way that this
node moves farther from the root, and the relations for the new tree
are equivalent to the relations of the old tree. This is because all the
relations which change occur in presentations of Σ4 subgroups, which
stay isomorphic, as we just proved. (In the end, we also need a variant
of the move (53) where the edge c is absent, but that case is clear since
we already know the group is Σ4).

By repeating these moves, the tree can be turned into a sequence, in
which case we are reduced to (51).

�

Proof of Theorem 16. Analogous to the argument of [26] that for a per-
mutative category A, BA is an EA1-algebra. Consider n composable
p-tuples of Y -morphisms

X1,0

f1,1 // X1,1

f1,2 // . . .
f1,p // X1,p

...
...

Xn,0

fn,1 // Xn,1

fn,2 // . . .
fn,p // Xn,p.

Choose a tree T ∈ B2(n)binary with p + 1 decorations T0, . . . , Tp of its
nodes by elements of S. Apply the operations corresponding to Ti to
the objects X1,i, . . . , Xn,i, and apply the same operations, composed
with the appropriate composition of the coherences (49),(50), to the
morphisms f1,i, . . . , fn,i. The coherence diagrams (1)-(3) (given in this
section, directly before the statement of Theorem 16) guarantee con-
sistency of these compositions, by Theorem 17, thereby describing an
AEA (XS

2 )-action on BA. We construct maps

AEA2X
S
2 (n)× (BY )n → BY.

�
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10. Examples of New Operads

In this section, I will describe a method for using EA2 algebras to
construct new examples of operads.

First, suppose X is an operad. Then we have a functor

X → N,

(where the morphisms in N are identities) since we have a projection
functor B1 → N.

Then define, for m,n ∈ N, k ∈ N0,

Sk(n,m) = {(T0, . . . , Tk)|Tj ∈ B2, m = mTj , G(Tj) = n,
there exists permutations σj : {1, . . . ,m} → {1, . . . ,m}

such that, for j = 1, . . . , k, fi(T0) = fσj(i)(Tj)}.

This means that if (T0, . . . , Tk) ∈ Sk(n,m), then the fi(Tj)’s are the
same as the fi(T0)’s, up to permutation. Then we can define monads
Mk in the category of spaces over N of the form

MkX(n) =
∐
m

∐
(T0,...,Tk)∈Sk(n,m)

Σn × · · · × Σn︸ ︷︷ ︸
k+1

×
mT0∏
i=1

X(fi(T0)),

for k ∈ N0. The Σn factors correspond to permutations of “prongs”
of the trees T0, . . . , Tk (as would arise in the free operad on B1; see
Sections 4, 8). Monad composition is defined by 2-composition of
trees following the order of the natural numbers 1, . . . ,mT0 in the 0’th
coordinate, and the order specified by the permutation on Sk(n,m)
in the other coordinates. This 2-composition is “twisted” by the 1-
permutation of prongs in the Σn factors (meaning that the successors
are switched according to the permutation of the prongs of the in-
serted tree). The permutations in the resulting Sk(n,m), as well as
in the Σn factors, are then determined as appropriate versions of the
wreath product (to match entries which were originally matched). This
is obviously associative. We observe that for k = 0, algebras over this
monad are just operads in the category of spaces, i.e. the monad takes∐
X(n)×Σn, and then applies the monad defining operads in monoids

fibered over B1, as considered in Section 4, 8.
Now let

(56)

Mk(`1, . . . , `m;n) = Σm ×
∐

(T0,...,Tk)∈Sk(n,m), `i=mfi(T0)

Σn × · · · × Σn︸ ︷︷ ︸
k+1

.
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Obviously, by counting prongs, this is only non-empty when

(57) n = `1 + . . . `m −m+ 1.

Again, the Σn’s come from the permutation parts of the Ti’s. As above,
we have (k + 1) copies of Σn because we have (k + 1) Tj’s encoding
permutations of “prongs.” The extra Σm is so we have n (and not n−1)
2-permutations. We have, for every k,

Mk = M0 × · · · ×M0︸ ︷︷ ︸
k+1

,

since the k extra Σm’s on the right hand side corresponds to the
Sk(n,m) (instead of S0(n,m)) on the bottom of the coproduct in (56).
Let

M := M0.

Now, M is an N-sorted operad (or multi-category, see [13]) and,
therefore, so is Mn. In addition, we see that Mk is actually the monad
associated with Mk (Note, again, that the extra Σm in (56) prevents
extra identifications). M0-algebra are exactly operads, which are A2-
algebras.

In fact, every M -algebra is the sequence of spaces (i.e., space over
N) of an A2-algebra (i.e. operads). Thus, every EM -algebra is the
underlying sequence of spaces of an EA2-algebra. We should explain
that this last statement is not ‘if and only if.’ The reason is that the
2-permutations in Mk (or Mk) can occur between the “triangles” of
different trees, Ti, Tj. While mTi = mTj = m, we have no functorial
correspondence between the “prongs” of the trees Ti, Tj. Therefore, if
we allowed these more general 2-permutations in 2-actads, there would
be no consistent way of defining ◦2.

Now suppose we have a spectrum E (for example in the sense of
May, e.g., see [26, 27, 28, 29], i.e. a sequence of spaces En, n ∈ N0,
with homeomorphisms

En ∼= ΩEn+1

where ΩEn+1 = Mapbased(S
1, En+1) denotes the based loop space).

Suppose we have a morphism of spectra

E → HZ.
Then we have a map

(58) E0
ϕ // Z,

with E0(n) = ϕ−1(n− 1). Now E0 is an algebra over C∞, the ∞-little
cubes operad. Now, let C be an N-sorted operad with

C (`1, . . . , `m, n) = C∞(m)
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when (57) holds, and C (`1, . . . , `m, n) = ∅ else. Then (E0(n))n∈N is a
C -algebra.

So, we have projections

C × EM

p1
��

p2 // EM

C .

Then let N be the monad associated with C × EM . By (56), the
symmetric group action on M is free, so EM is an E∞-operad since
the Čech resolution of a non-empty space is always (simplicially) con-
tractible. Then the 2-sided bar construction of monads

B(EM,N, (E0(n))n∈N) ' (E0(n))n∈N

(see [27]) is an EM -algebra. So it is an EA2-algebra. The same
construction also works for a map of E∞-spaces X → Z in place of E0.
(Recall that infinite loop space of spectra are group-like E∞-spaces.)
Thus, we have

Proposition 18. Suppose

X → Z

is a map of E∞-spaces. Then there exists an EA2-algebra ΞX equivalent
to (X(n))n∈N.

�

We will now prove that in some cases, these EA2-algebras are non-
trivial as operads (see (48)) in the sense that an E∞-operad does not
map into them.

Let X be the free EA1-algebra on ∗, with

X(n) = BΣn−1

(which comes with a natural Σn-action). Now, we will write

Xn = X(n+ 1) = BΣn = EΣn ×Σn ∗,

so that, in particular, X0 = X(1).

Theorem 19. There does not exist an E∞-operad C together with an
operad morphism

(59) C → ΞX .
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Proof. Suppose such a C does exist. Since ΞX is an operad in spaces,
we have a Z/2-equivariant map

(60) ς : ΞX(2)× (ΞX(2)× ΞX(2))→ ΞX(4),

where on the right hand side, Z/2→ Σ4 acts by sending the generator
of Z/2 to the permutation (13)(24). For Z/2-spaces Z and T , where Z
has a trivial Z/2-action, we have an equivalence

Z ×Z/2 (T × EZ/2) ' Z × (EZ/2×Z/2 T ),

or equivalently

(61) (Z × EZ/2)×Z/2 T ' Z × (EZ/2×Z/2 T )

By (61), we have

% : (EZ/2×X1)×Z/2 (X1 ×X1)
∼= // X1 × (EZ/2×Z/2 (X1 ×X1)).

We also have a map

ν : EZ/2×Z/2 X3 → EZ/2×EZ/2 X3,

since, by construction, the Σn-action on X(n) extends, for every n, to
an EΣn-action. Let

µ = ν ◦ (EZ/2× ς) ◦ %−1.

So, we have the following diagram:

(EZ/2×X1)×Z/2 (X1 ×X1) EZ/2×Z/2 X3

X1 × (EZ/2×Z/2 (X1 ×X1)) EZ/2×EZ/2 X3

X3

%

EZ/2×ς

ν

µ =

Additionally, by construction, the map µ comes from the E∞-algebra
(concretely, C∞-algebra) structure of X. Now, take homology of µ with
coefficients in Z/2, i.e.

Hk(µ) : Hk(X1 × (EZ/2×Z/2 (X1 ×X1)))→ Hk(X3).

Now, let α be the generator of H0(X1) = Z/2 and let ek be the gener-
ator of Hk(BZ/2) ∼= Z/2. Then we have

(62) α⊗ (ek ⊗ α⊗ α) 7→ α ·Qkα 6= 0.

where Qk denotes the Dyer-Lashof operation (see [25, 11]).
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Now, suppose we have a map of operads (59). Then we have the
commutative diagram

C (4) //

��

X(4)

��
EZ/2×Z/2 C (4) // EZ/2×Z/2 X(4)

commutes. Then the diagram

C (4) X(4)

EZ/2×Z/2 C (4) EZ/2×Z/2 X(4)

EZ/2×EZ/2 X(4)

EΣ4 ×Σ4 C (4) X(4)

EΣ4 ×Σ4 X(4) EΣ4 ×EΣ4 X(4)

=

commutes. In particular, we have a diagram of the form

EZ/2×Z/2 C (4) X(4)

EΣ4 ×Σ4 C (4),

in other words,

BZ/2 BΣ3

BΣ4

commutes. So, by taking π1, we get a commutative diagram of groups
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Z/2 Σ3

Σ4.

g

f

h

By definition, g takes the generator of Z/2 to σ = (13)(24), f is an
inclusion (by (62)), and h is a group homomorphism. Then f = h ◦ g.
We have that σ = σ1 ◦ σ2, where σ1 = (13) and σ2 = (24). Since h is a
group homomorphism, it takes σ to h(σ1) ◦ h(σ2), and h(σ1), h(σ2) are
conjugate in Σ3, since σ1, σ2 are conjugate in Σ4. Thus, h(σ1), h(σ2)
are both non-trivial. However, a non-trivial involution in Σ3 is not a
composition of two non-trivial involutions. Contradiction. �

Let me add a few words on the topological interpretation of ΞX-
algebras where ΞX is the operad associated with an E∞-space X =
(Xn)n≥0. First, let us discuss the case when X = E0 for a spectrum E
with a morphism of (connective) spectra

(63) E → HZ.

This gives a morphism of E∞-spaces ϕ : E0 → Z, and as above, we
adopt the convention

X(n) = Xn−1 = ϕ−1(n− 1),

for n ∈ Z. In particular, X0 is an E∞-space (over Z) which is the

0-space of the fiber Ẽ of the morphism of spectra (63). While we set
up our formalism in such a way that 0 is not included in the indexing
of an operad, completely analogously, one can also construct a based
operad Ξ̄X indexed by n ∈ N0, with

Ξ̄X(0) ∼ X−1.

For ΞX-algebra Y , Y q X−1 is canonically an Ξ̄X-algebra. Now we
already mentioned the fact that when (63) splits, then Ξ̄X-algebras are
equivalent to E∞-spaces Y together with E∞-maps

Ẽ0 → Y.

For a general morphism (63), a splitting can be achieved by replacing
E with the homotopy pushout Ě of the diagram

Ẽ

��

// E

E.
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Then, X gets replaced with X̌ where for n ∈ Z, X̌(n) = X = E0.
Then, a Ξ̄X̌-algebra Y is equivalent to a morphism of E∞-algebra X →
Y . However, if we denote the monads associated with the operads we
considered by replacing the symbol Ξ with Θ, then for a Ξ̄X-algebra
Y ,

(64) Y̌ = B(Θ̄X̌ , Θ̄X , Y ).

gives a diagram of E∞-spaces

(65)

X //

  @
@@

@@
@@

@ Y̌

ψ
��
Z.

Moreover, we get a canonical equivalence

ψ−1(−1)
∼ // Y.

Thus, we see that Ξ̄X-algebras Y , where π0Y is a group, are canonically
identified, up to equivalence, with fibers of−1 in diagrams of E∞-spaces
of the form (65). Such spaces are, of course, homotopically equivalent
to the fibers Y ′ = ψ−1(0), which are equivalent to E∞-morphisms

X0 → Y ′.

However, when (63) does not split, the homotopy equivalence Y ' Y ′

is not canonical.
Finally, let us comment what happens when the E∞-space X is not

the 0-space of a spectrum (i.e. is not group complete). Then Ξ̄X

does not make sense as above, and as the ΞX-algebra Y is necessarily
unbased. However, if Xg is the infinite loop space associated with X
(i.e. its group completion) then applying B(ΘXg ,ΘX , ?) in the above
sense gets us into the above situation. In particular, the π0 of Y+ = Y q
{∗} is still canonically a monoid, and its group completion is canonically
equivalent to ψ−1(−1) in the diagram (65), where X is replaced with
Xg.

11. Ordinals

In this section, we will consider the plain non-unital n-base Bn only.
Let Ord denote the set of ordinals. It is well known that ordinal num-
bers 0 < α < ε can be written uniquely as a sum

α = ωα1 + · · ·+ ωαk ,
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for some α > α1 ≥ · · · ≥ αk Now, by definition, every tree in B2 can
be written as

(66) z = γ1,i`(. . . γ1,i2(γ1,i1(z0, z1), z2) . . . , z`)

with i1 > · · · > i`, z0 ∈ B1 = N, z1, . . . , z` ∈ B2 (so all the z1, . . . , z`
are plugged directly into z0). So if we define inductively a function
Φ2 : B2 → Ord by Φ2(n) = n for n ∈ N,

Φ2(z) = (i1 − 1) + ωΦ2(z1) + (i2 − i1 − 1) + ωΦ2(z2) + . . .
+(i` − i`−1 − 1) + ωΦ2(z`) + (z0 − i`),

then Φ2 is onto ε. We could identify a subset on B2 on which Φ2 is
bijective, but it will not be bijective on all of B2 because of order of
summation, and also non-cancellation, for example 1 + ω = ω.

It is therefore natural to investigate how this fact generalizes to n >
2. We will focus on the surjectivity part here. For n > 2, we will
introduce more arguments to the function

Φn : Bn → Ord,

for the purpose of induction.
To be more precise, let ϕα : Ord→ Ord be the functions with

ϕ1(β) = ω1+β,

and ϕα(β) = the β’th fixed point of all ϕα′ ’s where α′ < α+1. The ϕα’s
are the Veblen functions with the subscripts shifted by 1, for α ≥ 2.
For every α ∈ Ord, ϕα is continuous and strictly increasing.

We will now define functions

Φn : Bn → Ord

inductively.
For x ∈ B1, α1, . . . , αmx ∈ Ord , define

Φ1(x;α1, . . . , αmx) = α1 + · · ·+ αmx .

Now, suppose we have defined Φn−1(z;α1, . . . , αmz), for every z ∈
Bn−1, α1, . . . , αmz ∈ Ord. Fix z ∈ Bn, α1, . . . , αmz ∈ Ord. We can
always write

z = ((z0, z1, . . . , z`), (i1, . . . , i`)) =

= γn−1,i`(γn−1,i`−1
(. . . γn−1,i2(γn−1,i1(z0, z1), z2), . . . ), z`)

with i1 > · · · > i`, z0 ∈ Bn−1, and z1, . . . , z` ∈ Bn. Let

βi,j = α1+mz1+···+mzi−1+j
.
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Define inductively

Φn(z;α1, . . . , αmz) :=
Φn−1(z0; 1, . . . , 1︸ ︷︷ ︸

mz1−1

, ϕn−1(Φn(z1; β1,1, . . . , β1,mz1
)), 1, . . . , 1︸ ︷︷ ︸

mz2−1

,

ϕn−1(Φn(z2; β2,1, . . . , β2,mz2
)), 1, . . . , 1︸ ︷︷ ︸

mz3−1

, . . . ,

1, . . . , 1︸ ︷︷ ︸
mz`−1

, ϕn−1(Φn(z`; β`,1, . . . , β`,mz` ))).

Note that not all of the arguments get used in the definition. However,
I do not think that eliminating this “wastefulness” would extend the
range of ordinals expressible by Bn.

Theorem 20. Fix an n. Then for every β ∈ Ord, there exists some
z ∈ Bn and some αi ∈ {1} ∪ Im(ϕn) such that

β = Φn(z;α1, . . . , αmz).

Proof. Induction. Suppose n=1. Then

Φ1(n;α1, . . . , αn) = α1 + · · ·+ αn.

Then for every β ∈ Ord, there exists an n and α1, . . . , αn ∈ {1} ∪
{ωα|α ∈ Ord} = {1} ∪ Im(ϕ1) such that β = α1 + · · ·+ αn.

Now, suppose for every β ∈ Ord there is a z ∈ Bn−1 and α1, . . . , αmz ∈
{1} ∪ Im(ϕn−1) with

β = Φn−1(z;α1, . . . , αmz).

If α1, . . . , αmz = 1, we are done. Suppose αi = ϕn−1(α′i). If αi = α′i,
then αi is a fixed point of ϕn−1. So there exists an α′′i with

αi = ϕn(α′′i ).

So we are done. Suppose α′i < αi. Then we use the induction hypoth-
esis on α′i. �

By Theorem 20, the image of the function

Φn : Bn → Ord

given by Φn(x) := Φn(x; 1, . . . , 1) is ϕn(0), for n = 1, 2, . . . .

Comment 21. It is readily possible to extend the description of Bn

(and, in addition, Bn) to Bα, ( and Bα) for α ∈ Ord, by taking
unions for limit ordinals α. Then also our definition of Φn extends to
Φα, α ∈ Ord. Therefore, the first ordinal γ for which

Im(Φγ) = γ
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is the Feferman-Schütte ordinal γ = Γ0. This can be compared with
[22], where the authors consider the similar concept of opetopes and
possible machine implementations.
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